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Abstract— Service providers and enterprises all over the world
are rapidly deploying Voice over IP (VolP) networks becauseof
reduced capital and operational expenditure, and easy creamn
of new services. Voice traffic has stringement requirementsn
the quality of service, like strict delay and loss requiremats, and
99.999% network availability. However, IP networks have nd been
designed to easily meet the above requirements. Thus, serei
providers need service quality management tools that can pac-
tively detect and mitigate service quality degradation of \8IP traf-
fic.

In this paper, we presentactive and passive probes that enable
service providers to detect service impairments. We use thgrobes
to compute the network parameters (delay, loss and jitter) hat can

be used to compute the call quality as a Mean Opinion Score us-

ing a voice quality metric, E-model. These tools can be usedyb
service providers and enterprises to identify network impaments
that cause service quality degradation and take correctiveneasures
in real time so that the impact on the degradation perceived § end-
users is minimal.

Index Terms—\VoIP, Passive probe, Active probe, Service quality
monitoring, Network measurements

I. INTRODUCTION

real-time to ensure that the degradation perceived by sadsu
is minimal.

Traditionally, IP networks have been managed by measuring
aggregate parameters over interfaces of routers or othsorie
elements; for example, link utilization and packet los3&bile
this is sufficient to manage best-effort services, managig
services based on voice and video that have diverse regeirtem
need measurements of finer granularity. In this paper, we de-
scribe two mechanisms that provide fine-grained measursmen
in the network that allow service providers to determinesée
vice quality at a per-service, per-user granularity.

Active probes are used to measure the end-to-end service
quality provided by the network for an application. Active
probes send emulated VoIP traffic through the network and mea
sure the service quality of the network. The measured servic
quality is indicative of the quality that users would see whe
using the network. Service providers can program the active
probes to continuously and automatically monitor the nekwo
and report degradations in the network. Active probes ji@vi
a “black box” measurement mechanism of the network, and can
be used to detect service degradations. It cannot howelygr he

\Voice over IP networks are attractive to service provideis a pin-point the root cause of failure or congestion. For exianp
enterprises because they reduces expenditure and maktisicrewhile an active probe can detect an excessive delay thrdwegh t
of new revenue generating services easy. By using the sangdwork, it cannotidentify which link’s congestion is cangsthe
network for voice and data services, service providers and @elay. Similarly, if there is a link or a server failure, thetiae
terprises save on equipment, operation and maintenants cg¥obes can detect the failure, but cannot help identify these

Also, creation of new services like “bundled” voice and dsa
vice, web-enabled call centres, Click-to-dial, etc. is madsy

of the failure.
Passive probes provide a different perspective of the n&two

by migrating to IP-based converged networks. Moreover, las compared to active probes. Passive probes are installed o

ternet based voice applications like Skype [1], Dialpaddagl

links within the network and thegnoop on all the traffic that

Net2Phone [3] and VoIP services by Vonage [4] are very papuldows through the link being monitored. They “sieve” through

because of the lower cost per call.

the packets on the link to identify individual VoIP calls azwin-

IP networks, on the other hand, are not designed to carrgvojaute the service quality received by each one of them. Rassiv
traffic. Voice demands stringement delay and loss requingsneprobes can be used to continuously monitor the performahce o

from the network for acceptable voice quality. Also, voieg-s
vices require network availability of 99.999% for an always

the network for the actual application traffic, as opposeth&o
measurements for synthetic traffic using active probesy als®

experience, and for emergency services. Thus, enter@isks can be used to segment the network for source of failuresrer co

service providers need to constantly monitor their netwdtk
detect sevice quality degradation and take correctivemadti
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gestion. However, they do not give an end-to-end perspeofiv

the network performance. They can compute the performance o

the network only between the points of installation of thetjes.
Active and passive probes, when used in combination to mon-

itor network performance, give service providers the ciipab

of effectively monitoring their network for VoIP performea.



4) user2's proxy looks up the location afser2.

5) The proxy fowards the INVITE taser2.

6) Finally, user2 acceptsuserl’s INVITE by sending a 200

OK message, thus establishing the call.

SIP also requiresser1 to respond with an ACK for a three-way
handshake. The two users now know the identity of each other
and the call is accepted. They then communicate with ea@hr oth
using VoIP codecs to generate packets and transmit the gsacke
over the network using RTP.

B. \oice service quality metrics

The quality of a voice call is affected by three sets of impair
ments; signal processing impairments, network impairsient
and environmetal impairments. Signal processing impaitse
They provide fine grained measurements that can be used da# caused by the voice filters, quantizers, and codecs gatplo
real-time monitoring and immediate detection of faults. in the system. Network impairments like delay, loss andijitte-

In this paper, we discuss the implementation of active asd paermine the quality of a voice call. Environmental impaintse
sive probes, and the various issues that arise. We alsosdisdnrclude factors like the ambient noise levels in the usartai
how they can be used by service providers and enterprise§-fortion.
fective VoIP service quality management. In Section Il, weeg  Measurements through monitoring mechanisms are mapped
a brief overview of the VoIP network architecture and its@as by voice quality metrics to the actual quality of the endfese
network components, and describe service quality monigoriperience, referred to adean Opinion Score (MOS). At present,
mechanisms and the various metrics used in measuring vaikere are no standardized voice quality metrics for VoIRJ IT
service quality. In Section Il and Section IV, we describe t has defined two voice quality metric standards for the difcui
implementation of active and passive probes respectiagig, switched PSTN, E model [7] and PESQ [8]. Both these mod-
discuss the various issues involved. We present an exareplegis were originally designed to do transmission plannirdyatn
of reports generated by the active and passive probes for-antempts to address all the different impairments. The E model
periment in Section V. Finally, we conclude and discussriitubest addresses impairments that occur as a result of ambient
work in Section VI. noise and delay (echoes) by explicitly accounting for thess

additive impairment model. However, from a signal proaggsi

Il. SERVICE QUALITY MONITORING IN VOIP NETWORKS perspective the E model is not as accurate as PESQ. The E model
A. VolIP network architecture takes into account average delays experien(_:ed in the rletitor

) L . ssumes that packet losses that may occur in the network-are a

Figure 1 shows a simplified architecture of a VolP newVorgounted for by the individual codecs. Thus the extent of impa
that uses Session Initiation Protocol [6] The key network onis que to packet loss is fixed for the specific codec usesl. Th
components of a VoIP network are a SIP Proxy and a locatigi g algorithm predicts the subjective MOS values by compar
service. Typically, a client is assigned a SIP proxy in itendm ing the received signal distortion with respect to a stadefer-
and the client registers its IP address and other attribvtesa . signal. It assumes that the distorted signal shoudgitex
registrar. For simplicity of discussion, we assume thatéys- ;..o nt the network impairments and therefore networloperf
trar is colocated with the proxy and we refer to the registar ..o goes not need to be specified explicitly. PESQ does not

Fhe_ proxy also.”ThedSIP prohxylhan(?iles reqt_Jests ;‘rom CIIEmtst<t;1ke into account frequency responses and loudness wkech ar
initiate VoIP calls and uses the location service to lodagauser two important factors affecting the perceived quality.

who is being called. The location service can be implemented,, o, york for estimating the end user call experience ih rea

using protocqls like DNS. . .time it is necessary to develop a model that maps per call and
F_lgure 1 |IIustra_1tes an e_xample__ C‘?‘” Setup using & Sy ork performance metrics to the users perception ofjcall-
naling protqcol like Session Initiation - Protocol, Wher?ty. Furthermore for service assurance purposes it is 1Isacgto
u.serl@domam;.com wants to_ place a VoIP call to a user in %uild a voice quality model that can be used to enable roaeau
different domainuser 2@domain2.com o analysis in the event of performance degradations. Therefo
1) userlsendsa SIP INVITE taser2, which is forwarded 0 he model must explicitly capture both the signal procegsis
the SIP proxy iruserl’s domain. well as the networking impairments. The additive naturehef t
2) The SIP proxy looks up the location of the proxy foE model makes it more amenable to explicitly account for such
user2’'s domain using DNS or another location service. jmnairments on a per call basis and so we use a metric based
3) The SIP proxy forwards the INVITE taser2's proxy. on E model that has been adapted for \oIP as the voice quality
1Though we consider networks that use SIP for signaling, aheesdiscussion metric to determine the MOS. The E model defines R factor as
can be extended to other signaling protocols like H.323 the measure of voice quality, where an R factot@f is the best

Fig. 1. Simplified VoIP network architecture



and0 the worst.
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distortion, I is the impairment factor due to network delay and
echo,I. is the equipment impairments including codec impair-

ments like signal distortion, and is the user tolerance to de- ] L]
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graded user quality (for instance, wireless users can bectsg
to be more tolerant to service quality degradation thanlimie
users). The R factor directly maps into MOS using the folluyvi
expression.

(@) (b)

Fig. 2. (a) System architecture, (b) Active probe compament
MOS =1+0.035R+7 x 107 R(R — 60)(100 — R) (2)

parameters for each call. These measurements are usedto com
ute the call quality percecived by the end user and this ean b
sed by service providers to detect quality degradationn@vie
discuss our approach to measure the performance of the rketwo
using active and passive probes.

When the R factor i300, the MOS is4.5 and when the R factor
is 0, the MOS isl. Reference [9] and [10] describe E model irﬁ
more detail.

C. Monitoring requirements
We now describe the key network factors that affect the qual- [1l. M ONITORING USINGACTIVE PROBES

ity of a voice call. The architecture of the active probing system is shown i Fig

1) Call setup time is the time between when a client sendfe 2(a). The system has a set of active probes and a Network
an INVITE and receives a final 200 OK response. Faperations Center (NOC). The NOC conrols the monitoring op-
acceptable end-user experience, this has to be in the raagation in the network by initiating measurement tasks betw
of a few seconds. pairs of active probes. Active probes are software ageatsim

2) Call tear-down time is the time taken to receive a final 2Q$h designated machines in the network and they establigh Vol
OK response after a BYE request s initiated by a client igalls based on requests from the NOC and measure parameters
end a call. like delay, loss, and jitter, that affect call quality andgaute

3) One-way delay is the delay experienced by RTP packef perceived call quality using this information. Thisdrha-
that carry the voice traffic through the network. This needmn is then reported to the NOC, which tracks the servicdityua
to be measured for both directions of a call between thggradation across the network.
clients. Maximum acceptable one-way delays for reason-The active probing system uses two basic operations to per-
able call quality are in the range of 150 to 180 ms. form monitoring,measurement task andmeasurement report. A

4) Packet losses in the network cause degradation of voig@asurement task is used by the NOC to get information about
quality. There are two kinds of losses that one needs to ake network’s performance for VoIP. The NOC identifies twe ac
count for, isolated packet losses and burst losses. An isige probes in the network to becaller and acalleerespectively.
lated loss, where one packet among many gets droppedpihen assigns a task to be performed by this pair of probes.
the network, does not have a big impact on the voice qualhe task consists of establishing a sequence of VoIP calis fr
ity. Moreover, packet loss concealment algorithms exigie caller to the callee for a certain duration and measutiag
that can mitigate the effect of isolated packet losses. tButgetwork performance. A measurement task is composed using
losses occur when the network drops a set of consecutiRIL and sent to the probes. An example measurement task is
packets and this is difficult to mitigate using concealmeghown in Fig. 3. The task specifies the caller’s and called’s a
techniques, and hence has a very adverse impact on #€ss and port information to which the task needs to thetsent
call quality. Also, the task configuration includes a Call Profile that dess

5) Jitter is introduced by the network due to variability inhe parameters of the calls of the task. TineberOfCallsis the
queueing delays. This is normally handled at the receivigital number of calls that need to be made between the caller
by introducing a playout buffer (also called jitter buffer)and the callee as part of the measurement tealkDuration is
The receiver delays the playout of the packet by a fixaHe duration of each call in secondister CallWait is the time in
time and this absorbs the jitter introduced by the networkeconds that the probes wait after completing a call befdre i
If the jitter of a packet is larger than the playout buffeg thtiating the next call, and theodec is the type of Codec that is
packet is dropped and it effectively shows up as a loss. used for the task.

To perform service quality monitoring in VoIP networks, we Once the probes receive the measurement task from the NOC,

need mechanisms that measure the above network performaheg execute the task by placing VoIP calls between each othe



<?xml version="1.0" encoding="UTF-8"?> measure the network performance. The measurement regortin
<tasks xmins="http://..."> phase involves sending the measurement report to the NOC.
<taskconfigd= tas"f o When the NOC identifies a caller and a callee for a measure-
<callername= "caller’ - ment task, the NOC sends the measurement task to the caller’s
'pa?)dfss'tpl‘2t'f'f'11000"/> probe agent. The probe agent spawnsquest handler thread
probeAgentort= that acts as the caller and handles the task of measuringthe c
<calleename= "callee” . .
. . . quality between the caller-callee pair. When the requestliea
ipaddress="255.254.253.252 - : .
- . is initiated, the probe agent assigns a SIP URI to it. The re-
probeAgentPort="10999"/> . \
<callProfilecallDuration = "60” guest handler then transmits the measurement task to the'sal
interCallWait = "5* probe agent. The callee’s probe agent then spawns a callee re
numberOfCalls = "25 guest handler and assigns a SIP URI to it. The callee’s réques
codec= "G711"/> handler then communicates the callee’s URI to the callargusi
the same socket that was used by the caller request handler fo
transmitting the measurement task. Thus, the caller now&no
_ the identity of the callee. By using this initialization pexdure,
Fig. 3. Example measurement task the NOC needs to know only the IP addresses of the probes and
the probe agent port. It doesn’t need to handle the assigimhen
glllg URIs for every measurement task, hence reducing the load

and measuring the network performance. The probes use .on the NOC. Also, since each task is shipped to the caller and
to establish the calls and they emulate VoIP calls by sendi
caller and callee perform the task and return the measure

synthetic traffic that have characteristics similar to thecs ment report, there is no central coordination of the taskhay t
fied codec’s output. The probes send the measured resultﬁBC '

f[he NOC as a measurement report. The report has the follow-During the call handling phase, the request handlers éshabl
ing measurements for the forward (caller to callee) andrseve

(callee to caller) paths calls between themselves and measure the network perfoeman
P ' Each request handler has a SIP handler and an RTP handler.

</taskconfig>
</tasks>

» Average one-way delay (forward and reverse) The SIP handler handles the connection establishment and te

« Average round trip delay down using SIP for each call as described in Section II-A, and
« Jitter (forward and reverse) computes the SIP related statistics such as call setup tithe a

» Packet loss percentage (forward and reverse) teardown time. It uses the Call Processor to send and receive
« Jitter buffer loss (forward and reverse) SIP messages. The caller always initiates the calls andtises

« R-factorand MOS (forward and reverse) callee’s SIP URI to send the SIP INVITE. The request handlers
» Call setup time also maintain failure statistics like the number of timeoand

- Call teardown time eventual failure to connect. These can be used by the NOC to
« Number of INVITEs per call detect failures and in troubleshooting.

Once a connecion has been established, the caller and callee
exchange VolP packets using the RTP handler. The RTP handler
generates RTP packets that emulate a codec as specified by the

An active probe (Fig. 2(b)) is a software agent that is inmeasurement task and transmits them over the network for the
stalled on systems in the network, and is implemented as&mupecified duration. It also receives RTP packets from its pee
threaded process. Each active probe supports multiplersallrecords the measurements such as delay, loss, and jittee On
and callees to allow for flexible monitoring configurationstie  the RTP handler completes the transmission of packets,|the S
network. It is initialized with two threads, jarobe agent and a handler tears down the call and records the teardown &tatist
call processor. The probe agent listens on a port of the systemrhe request handlers setup multiple such calls and perfaa m
for measurement tasks from the NOC and manages the callQifements according to the measurement task’s specifisatio
and callees in the system. The call processor handles the praonce the task is completed, the callee’s request handtes-tra
cessing of all SIP messages and uses a port in the systempfigs the measured statistics to the caller and the calléopes
exchange of the SIP messages. It provides multiplexing ag¥é call quality computation using this information. Thélea
demultiplexing functionality for SIP messages, when npléti then reports the measured statistics to the NOC, and ther call
callers and callees are present in the system. and callee request handlers then shut down.

The operation of the system has three phases, initializatio
call handling, and reporting phases. Once the NOC define%a
measurement task, the initialization phase involves éstabg
the caller and callee at the probes. Also, the caller an@eall
exchange their addresses that is necessary for call esstatght. 2"
During the call handling phase, the probes establish VoIB ca 2For more accurate measurements, we can deploy clock syzation mech-
between the two sites using SIP, exchange VolP packets, andms using GPS or CDMA.

A. Active probe operation

Call metrics computation

We use the local clocks at the probes for our measurements
d the probes use NTP [£1p synchronize their clocks. Once



a call is initiated, both the caller and callee sent VoIP jg&sko > Initializatiol
each other using RTP. While sending a packet, the sendeirputs
the local time as a timestamp in the RTP payload. This is used . INVIT!
by the receiver to derive the delay and jitter of the network. 200 0K

1) Call setup and teardown time:  Since the caller initiates Caller Callee
and tears down calls, the call setup and tear down times a&e me BYE
sured at the caller. For call setup, we measure the time leatwe 200 0K
when the INVITE is sent and when the OK is received. For tear Report
down, we measure the time between when the BYE is sent and )

Behind NAT

when the OK is received. We also keep track of the number of
timeouts at the caller for the INVITE. Fig. 4. Operations when the caller is behind a NAT

2) One-way and round trip delay: The average one-way de-
lay includes a packetization delay, which depends on thecod
being used, and a jitter buffer delay, which depends on tre sit received. The caller uses these numbers along with the num
of the jitter buffer. Fixed packetization delay values aefimed ber of packets it sent and received to calculate the packst lo
for each codec. The packetization delay value for each code@ycentage for both the forward and reverse links. Loss ean b
includes the time to encode and decode the packet. After @etermined by looking at the RTP sequence numbers of succes-
packet is received, the timestamp of the sender is subttfrole ~ Sive packets received. If at any point during a call, theedéfhce
the current time at the receiver to get the propagation d@lag in sequence numbers between two successive packets isrgreat
packetization delay is added at the receiver to get thededaly. than four, then the loss is defined as bursty. Otherwise ot |

If the jitter buffer size is greater than 0, this will also amd Of packets is termed random.
the delay. The purpose of the jitter buffer is to smooth ateiji ~ The other form of loss is due to the jitter buffer. If the play-
in the underlying network so that playback at the receiver c®ack time is ahead of the current time, the packet is disdarde
mirror the play rate at the sender. This is done by waitingl unénd this counts towards a jitter buffer loss. Also, if a packe
the jitter buffer is full to start the playback of the first at. rives when the jitter buffer is full, then the packet is disted.
To determine the playback time at each subsequent packet tHais is accounted as a jitter buffer loss too.
will maintain the play rate, we add a value we call the playbac 5) R-factor and MOS  The parameters one-way delays,
delay, D,;, to the time stamp of each incoming packet, becauseund trip delay and jitter buffer loss are used to compuée th
this value is the same for all received packets, the playbatek R-factor and MOS using the E-model as describes in Section |l
will be the same as the sender play rate. Let the timestampBn
the first received packet big , the arrival time of this packet at
the receiver be; and the time when the jitter buffer is first full C. Registration and SIP proxy based calling
bets. Note thatts is also the playback time of this first packet.

) The caller and callee need to register with the SIP proxies in
The playback delay is

their respective domains if necessary to place calls to etihr.
Dpy = (1 — to) + (ts — t1) = t5 — to The measurement task_from,the NOC (Fig. 3) now provides the
probes with the SIP registrar’s address (name or IP addiarss)
Thus, for each packet that arrives at timewith timestampt,,, auser name and a password that are necessary for authenticat
the jitter buffer adds an additional delaytgf+ D,, —t,.. Packets The caller and callee register themselves with the regiseiore
that arrive after their scheduled playback time are dissdrd\t establishing calls in the call handling phase. If regigtrais not
the end of the call, the average is taken over all packetsemte necessary, this can be bypassed by the probes.

The average round trip delay is sum of the one-way delay fromThe NOC also provides an outbound SIP proxy address to the
the caller to callee and the one-way delay from the callebdo tcaller in the measurement task and this is used by the caller t
caller. The callee sends the average delay for packetssive: place the calls to the callee. This is handled by addingute
to the caller at the end of a call, where the caller sums theegal header to the SIP INVITE and the SIP proxy forwards the IN-

3) Jitter: RFC 3550 [12] defines interarrival jitter as "theVITE to the callee.
mean deviation (smoothed absolute value) of the differdnce
in packet spacing at the receiver compared to the sender faf aHandling NATs
pair of packets.” Also, the interarrival jitter is calcigat con-
tinuously for each data packetsing the differencé for that
packet and the previous packet 1 in order of arrival (not nec-
essarily in sequence), according to the formula

In the presence of a NAT, the addressing information ex-
changed by the caller and callee in the initialization pltasebe
unusable, as they need the addresses as translated by the NAT
We have designed the system to handle a particular case when

Ji = Jio1+ (ID(i — 1,4)| — J;_1)/16 the caller is behind a NAT and the callee is not. The caller al-
ways initiates communication with the callee. Since théeeal

4) Packet loss percentage: At the end of a call, the callee does not reside behind a NAT, the address used by the caller is
sends the number of packets it sent and the number of packbtstrue address of the callee.
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In the initialization phase, the caller transmits the measu contains three fields, protocol, key, and statistics. Thoggzol
ment task received from the NOC to the callee using its tr¢@rresponds to the protocol being measured, SIP or RTP.&he k
address. When the callee receives the task, the calleen&spe.orresponds to a unique identifier of the connection to witieh
with its SIP URI to the caller on the same translated caller agbcord corresponds to. The measurements from the probes cor
dress instead of its true address. . . _ responding each protocol connection are stored in thesigsti

In the call handling phase, the caller registers its URI Wit fie|q, and this field is different for each protocol.
proxy using its true IP address. Thls_ registration is nofulses 1) SIP Record:  The key for a SIP connection is defined as
the proxy will not be able to commun_lcate_ to t_he ca_ller ushet e 3-tuple, {o, from, call_id), whereto, from andcall_id are
address. However, the callee’s registration is valid. Wedi& fig|gs in the SIP header [6]. For each SIP connection, we store
thls case by ensuring that the caller always initiates SIRS#C- he time when the probe sees a SIP message with the key cor-
tions (INVITE and BYE) and the callee uses the same channglsonding to the connection. The messages we are intreste
to respond, thus ensuring that the translated addressds use i, are INVITE. TRYING. RINGING. 200 OK. and BYE. Using
_ Finally, the callee reports its measurements to the cajiesb hese times, the NOC can determine the call setup and tear dow
ing the same channel as the one used in the initializatioms Thmes for each VoIP session observed by the probes.
channel uses the translated address and thus, the report is f £, any SIP message, we also store the source IP addresses

warded to the caller by the NAT. of the UDP or TCP packet. A SIP host sending an INVITE
corresponds to one participant of the VolP session and tee ho
IV. MONITORING USING PASSIVE PROBES sending the 200 OK corresponds to the other. The IP address

We now present the design and implementation of passi%these messages is used to correlate the SIP records with th
probes that can be used to monitor VoIP networks. A passig@rresponding RTP records by the NOC. o _
probe is used to snoop on a network link and observe the Volp2) RTP Record: The key for an RTP connection is defined
traffic traversing that link. In combination with other pass S the S-tuple,sgc.ip, src_port, dst_ip, dst_port, ssrc), where

probes, it can be used to monitor the network between them f¢-i» anddst_ip correspond to the source and destination IP
service quality degradation. In addition, they can be useirt- addresses respectiveby,c_port anddst_port correspond to the

point cause of failure or degradation in the network by egat SOUrce and destination UDP ports respectively, and is the
cally placing them. synchronization source field in the RTP header [12].

Fig. 5 shows the architecture of the passive probing systemEach record contains the measures, the average estinmaged ti
Passive probes are setup to snoop traffic on links in the metwoStamp, the number of packets observed, the minimum and max-

They dissect the protocol fields of the packets, determitiesif IMuUm RTP sequence number, and the arrival times of the first
belong to a \oIP session, and if they do, collect and stotissta @nd the last RTP packet. The average estimated timestaimg is t

tics of the session agcords. The probes then send the recorddverage value of the timestamps of each RTP packet received.
to the NOC. The NOC correlates the measurements from proly¥gen losses occur in the network, this average can get skewed
by determining the probes through which the same VoIP sessfdence, we adjust for losses and store an estimate of thegavera

flows and then computes the call quality of the flow between tHgestamp value. This is used to compute the delay through th
probes. network.

A. Measurement records B. Passive probe components

A passive probe maintains two sets of records, one corre-Our implementation of passive probes uses off-the-shek-de
sponding to SIP and the other correspondingto RTP. Eacihdectop computers or servers running Linux. Similar to active



probes, passive probes synchronize their local clockgusirP Inserted timestamps
or more accurate mechanisms. Fig. 6 shows the components of

the passive probe. tx +2x t+(g-p-1)X
1) Packet capture and dissection: For links that have low 1 bt1 D+ ses g1

traffic volumes {0 — 100 Mbps), we use commercial NICs E prd pra Rk E

to perform the snooping. For higher rates, we use high-end tp\ArrivaI tirmﬂanps/' L

DAG [13] capture cards. To snoop the traffic on links, there

are a few methods that are available. For 10-100 Mbps Etherfig. 7. Compensating for losses by inserting timestamps
links, we can use a hub to connect the passive probe and snoop

on all the traffic on the hub. Some switches and routers stippor

mirroring of one port’s traffic on another and this can be used rselfe'\fs% v?/r;drzé ?;Vtgirt:rlg_?_gv hzgkttebgcs)tnp?:kfé m?ss crﬁflinglcet?c.)
passive probesto monitor the traffic. Another method isstaith bp P ging

a passive tap (optical splitter) and use the tap for momitpri with sequence numberand at timel,,, we update the average

We use theibpcap library to perform the packet capture fromnormally if the packet is the next packet in the sequence-(
the links. We capture all packets that are of type UDP and-paék+ 1.
ets that are destined to the SIP port (5060). We capture ait UD T=(T.N+tg)/(N+1)
packets because any UDP packet can be an RTP packet, andfwie sequence number of the received packet is less than the
identify packets that are RTP packets through heuristioddéF  |ast received sequence number< p), this corresponds to an
termine if a packet is an RTP packet, Reference [12] pressritpur-of-order arrival, and we do not update the timestamp.
certain tests. The version number of the packet needs &) be When we see a jump in the sequence number p + 1), we
the length of the RTP packet should be the same as the lenggaume that the packets with sequence numbers to g — 1
header, and we should receive three consecutive sequemce nare lost and we smoothen out the average timestamp by assum-
bers at some point in the flow’s duration. We use these testsifig that we received the timestamps of lost packets with lequa
validate the packets as an RTP stream. If a stream does not §phcing in the duratiot), to ¢,. This is illustrated in Fig. 7. The
isfy the tests, we remove the RTP record from memory. For Sipacing of the timestampsis= 2 and the estimated arrival
we parse the header of the packet and extract the relevat® fig} a5 of the lost packets atg+z, t,+2a,...t,+(q—p—1)z re-

such aso, from, Ca_”-id' cseq, method, andstatus. spectively. We also increment the number of packétsy ¢ — p
~ 2) Recordlookup: A Gigabit Ethernetlink can carry approx-to, the nurpose of computation of the average timestamp.-How
imately 16,000 simultaneous VoIP connections. Thus,

, We maintain a separate count of the actuakco

records. We use two hash Fables to store the records., onedpthe number of packets received. We update the timestamp
RTP and the other for SIP. Since the number of records is Smﬂ@ing the expression

the entire hash table fits in memory, for a system with 256 MB

main memory. B tg—tp
We use the UNIX ELF hash function for hashing, and the has}T =[N+t + q—p )+ (tp +2 q—p )

function uses the record key to perform the hashing. The ELF

function provides a simple software implementation of ahhas o+ (tp+(a—p) ; — pp )I/(N+q—p)
function that uses minimal computation and gives good perfo " "
mance. Stronger hash functions such as cryptographieaiiyre =[T.N + Ep(q —p—1)+ Eq(q —p+1]/(N+q—p)

functions, MD5 and SHA-1, are expensive to implement in-soft
ware in terms of their computational resource requirements 4) Record expiration: This module determines when a
3) Recordupdate: For each packet we receive, we perform secord needs to be cleared from memory and sent to the NOC. A
lookup to determine if a record for that key already exidtsol SIP record is expired using two criteria. If we receive a 2060 O
we update the record. For SIP, this update is straight-fatwafor a BYE request, this signals the termination of the connec
We store the type of header received and store the curredit Idton, and we expire the record and sent the record to the NOC.
time of arrival of the packetin the record. For RTP, the updlzt We also expire the record if we do not receive any message in
volves incrementing the number of packets observed, camputthe session for a timeout period.
the average timestamp value, updating the minimum and maxi-An RTP record expiration uses two criteria, an inactive time
mum observed sequence numbers, and update the reception tiot and an active timeout. An inactive timeout is triggerdww
of the last packet. If a record does not exist, we create a nex do not receive any RTP packet in the session. This typicall
record and update it. signals the termination of the VoIP session, and the recerd i
While maintaining the average timestamp, packet losses c@nt to the NOC. An active timeout is used when during a pe-
result in an inaccurate measurement. To compensate faspssiod (longer than the inactive timeout period), we do notiexp
we smoothen the average. LEtrepresent the estimate of thethe record using the inactive timeout expiration. This isdifor
average timestamp of some RTP connectigme the number of sending periodic reports to the NOC for VoIP sessions ttsit la
packet received until now represent the last sequence numbéor a large duration.
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Fig. 8. Example showing probes observing a VoIP session Fig. 9. Compensating for losses by inserting timestampsealiOC

5) Exporter: The exporter is a thread running on the proband the NOC. This ensures that the NOC receives records from
that handles the transmission of expired records to the N@E. all probes that observe the RTP connection.
exporter formats the records such that each record consists Consider two probes that observe some RTP connection. Let
address of the probe, the time of export, and the record. Tiie number of packets they see Neassuming no losses in the
exporter maintains a socket connection to the NOC and uises thetwork and let the arrival times at the first and the seconter
to transmit the records. bex; andy;, Vi € [0, N — 1] respectively. The average one way
delay,D, is given by

C. Call metrics computation

N-1 N-1 N-1
1 1 1
We now discuss how we compute the call metrics at the NOC D = N Z (yi — @) = N Z Vi— N Z T
using the records from the probes. =0 =0 =0
1) Call setup and tear down times: The NOC can receive =T-T

SIP records with the same key from multiple probes because h T, andT. h . | h d
VoIP session can be observed at multiple probes as shown'{"erel: andl; are the average timestamp vajues at the secon

Fig. 8. We compute call setup time as the time between wh@PO_' the _fi_rst probe respectively. Note that the second prab(_a c
a probe gets a SIP INVITE and when it receives a 200 OK. k‘llte identified by a larger average timestamp value thz_;m this firs
is easy to see that the probe closest to the caller will hage ffl‘f’;‘“rj]e when tlhe_ C:SCKZ e}t thﬁ plr?ql'bPe?I aref syncEron|Tled. TEUS’
largest call setup time value. Thus, the NOC computes tHe C'QITI € ?sz,;lmpe inFg. s, orthe . ow_ﬁ%mt eca gt’ot €
setup times at the probes that observe the call session podge callee,Py’s average timestamp estimate will be greater thaa

the maximum of these values as the call setup time. Since, gptimate, which in turn W'"_be greater thah's estimate.
records from the probes need not arrive at the same time, WtWhen there are losses in the network and the second probe

receives lesser number of packets than the first, the detay es

wait for a period of time at the NOC for all records to arrive. i b b  the skew introduzed b
This waiting period typically needs to be at least as muctnas tMate will not be not accurate because of the skew introduge
e losses. The losses at the second probe can be either at the

maximum delay from a probe to the NOC. Note that the report
y P ’ eginning, or at the end, or at in the middle of the flow’s dura-

call setup time does not account for the delay from the cédler ) )
tion. Each probe compensates for losses in the middle throug

the closest probe, and this is not the end-to-end value. X ) :
Consider the scenario shown in Fig. 8. A VoIP session is o§1_e procedure described in Section IV-B.3. The losses at the

served by three probe®, P,, and P;, and the three probes eginning and at the end, however, cannot be accounted at the
report records to the NOC. Since the caller initiates thelnal probes as the probes do not know the actual number of packets

sending the SIP INVITE, the delay between when the probes pine con_nect;lon. ;hfse Iosslfs are qompensated for at tﬁE NO
serve an INVITE and the 200 OK response from the callee is t ¢ as%;’rf"f‘g t at.t el 93t p.acd ets arrlvedat a conr]stanginmf
largest forP;. Thus, the NOC reports the call setup time usin me. ‘?'”tefa”"’a tlme_|s etermine usmg; eto .6'0
Py's measurements. The delay from the callePidfor the IN- bservation (given by the time of last packet arrival anditine

VITE and the delay fronP; back to the caller for the 200 OK of first arrival) and the total number of packets observed.
message is not accounted for in this setup time Consider the case when the first and last sequence numbers of

The call tear down time is computed similar to the setup timge ™!

computation as the time between when the probes receive a B%OPOSG another prob#, has first and last sequence number
and the time when they receive a 200 OK. andy for the same flow and < n andy > m (thatis, this probe

2) Averageoneway delay: The NOC maintains one-way de_has observed this flow somewhere before in the path and hence,

lay estimates for each RTP connection for which it receiveshg‘S seen more sequence numbers). Theq wenadds extra
record from some probe. The forward and reverse RTP Cothestamps at the beginning apd- m ex.tra tlmestamps at _the
nections of a VoIP session have different RTP records, aad nd of th_e ﬂQW seen &t as shown in Fig. 9. The interarrival
source and destination IP addresses of the forward coonecf <’ L, is given by(tm — tn)/(m — n). We thus update the
are interchanged to get the addresses of the reverse cimmec Imestamp as

When the NOC first receives a record for an RTP connection, it
stores the record and waits for records from other probesto a
rive. It waits for a time period that is greater than the surthef
active timeout period and the maximum delay between probes tm(y —m) + L(1+...+y—m)]/(y —x)

T =[T.(m—-n)+t,(n—z)—L(1+...+n—2x)+



Using these estimated average timestamp values, we computecan compute the network performance between each pair of
the average one way delay approximately. probes, thus enabling us to segment the network’s perfarean

3) Roundtripdelay: The round trip delay is calculated as théThis can be used to pinpoint the actual cause of service dagra
sum of the one way delays of the forward and the reverse Rii&n more effectively than end-to-end measurements. Thigyab
connections, which can be determined by the source and degfipinpoint causes of service degradation depends cryaiall
nation IP addresses and ports. It is possible that the NOC liae placement of probes in the network. Probe placement algo
only one direction’s records because the other directioofs- rithms are discussed in Reference [15]. The R-factor and MOS
nection uses a different path through the network and does malues do not reflect the end-to-end network performanaeesin
pass through the passive probes. In this case, we report rowe account for delays between probes only and not end-to-end
trip delay as twice the one way delay. delays.

4) Packet loss percentage: The first probe that observes traf-
fic of an RTP connection receives the maximum number of pack- V. REPORTS

ets. For instance, in Fig. &, receives more packets théh or Wi tth : ted by th bes f
P5 for the RTP flow from the caller to the callee. Consider an € nowpresent the reports generated by the probes for a par-

RTP record from the first probe, and if the minimum sequen?&ular te;‘.t Scenftr\;\?' Wf msFaIIeid thtg active pr.obBe Sq&\lfm
number seen be and the maximum sequence numberie WO machines at two enterprise locations, one in bangalnre,

theny — z is the maximum number of RTP packets that wiiffia and the otherin Murray Hill, NJ, U. S. A.. We denote the two

be received by all the probes if there are no losses in the n'a"f“:h'”es as BA and MH respectively. We performed a measure-

work. The fraction of lost packets at some probe is given ent test between the two sites and séitupoIP calls using the
(y— x — N)/(y — ), whereN is the actual number of packets .711 codec and measured the performance of the network be-

\gﬁeen the two sites. We also used passive probes to snoop on th
all

ived by the probe, ted in the RTP record from tf} . ; .
Lergige y the probe, as reporied in the record from calls made by the active probes at the same two locationdeWhi

5) Jitter: Consider an RTP packet stream with packets the calls were in progress, we setup UDP sources to send con-

that is observed at two probes. Let the packet timestampst'ﬁyous_ traffic from MH _to BA. This causes the routers buffers
the probes be! and?, Vi € [0, N — 1] respectively. Jitter to get filled and results in packet drops. We start one source a

is defined as the mean deviation of the absolute differenceatff’und the 10th call and stop it at the 18th call. We then start
the interarrival time at the receiver as compared to the erendV0 Sources at around the 33rd call and stop the sources at the

The absolute differencey, of interarrival times of some pair of 421d call. ] N s 1 H _ 5 dE
packets is given by Fig. 10 shows the results from the active probes and Fig. 11

shows the results from the passive probes. The delay measure
D=|t7,—t])— (ti, —t})] ments from the active probes include the packetizationydaka
troduced at the source and is hence, around 25 ms higher than
fife delays measured by the passive probes. The passivesprobe
easure losses accurately as compared to the losses ablsgrve
? active probes.

The timestamps at the first probe are not available at the s
ond and vice versa. Thus, this absolute value of the infegdrr
time differences cannot be computed at the probe. If we ree i
compute it at the NOC, we need the timestamp of every packe
and this is too expensive to perform due to the size of each RTP
record that needs to be exported to the NOC.

The VoIP source inserts a timestamp value at the source. HowSince IP networks have not been designed to provide the qual-
ever, this timestamp does not correspond to the actual tithe a ity requirements for VoIP networks, monitoring the netwdok
source, and is defined by the codec that is used. For exarnele identify performance degradations and to provide quaksua
timestamps of a source that is using G.711 codec correspon@mce is crucial. In this paper, we have discussed the design a
the number of voice samples in the packet. To use this timgstaimplementation of active and passive probes that can be used
information to calculate jitter, we need to identify the eacbe- to monitor the network performance for VoIP effectively. We
ing used at the source. Also, the jitter calculation becomodgc present the computation of call quality using E-model, Whic
specific. uses delay, loss and jitter measurements from the netwndk, a

The jitter value is used to identify losses at the receiver dprobes are used to perform the necessary measurements in the
to the playout buffer. Thus, we also need to know the size pétwork. This can be used to identify service quality degrad
the playout buffer at the receiver to compute this informmati tion and take remedial actions to ensure that the impactef th
We do not implement jitter calculation in our probes curlent degradation on the end-user is minimal.
and are investigating methods of implementing it. Cursemike Active probes are software agents running on end systems in
assume infinite playout buffer sizes at the receivers antaqu the network, and can be used to establish VoIP calls and measu
lently, there are no losses due to jitter at the receivers. the parameters that affect call quality. We discussed tblei-ar

6) R-factor and MOS Using the delay values, one way agecture of our active probing system and the implementaifon
well as round trip, and the loss percentages, we calculate the probes to perform the measurements. The system does not
R-factor and MOS using the E-model as described in Section tequire central coordination and thus, places minimal bawh
B. When multiple probes observe some some VolP connectidine NOC and scales to a large number of probes. The probes can

VI. CONCLUSIONS ANDFUTURE WORK
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Fig. 11. Measurements using passive probes for the cadiretfiiom MH to BA

also handle NATs for a particular case when the caller isrzkhiprobes can be used to monitor the load on SIP proxies, and the
a NAT and the callee is outside. delays of the various transactions. This needs to be expored

Passive probes are used to snoop on network traffic to perfdhﬁr-
measurements. In this paper, we presented the design dfgass
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