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Abstract— Service providers and enterprises all over the world
are rapidly deploying Voice over IP (VoIP) networks becauseof
reduced capital and operational expenditure, and easy creation
of new services. Voice traffic has stringement requirementson
the quality of service, like strict delay and loss requirements, and
99.999% network availability. However, IP networks have not been
designed to easily meet the above requirements. Thus, service
providers need service quality management tools that can proac-
tively detect and mitigate service quality degradation of VoIP traf-
fic.

In this paper, we presentactive and passive probes that enable
service providers to detect service impairments. We use theprobes
to compute the network parameters (delay, loss and jitter) that can
be used to compute the call quality as a Mean Opinion Score us-
ing a voice quality metric, E-model. These tools can be used by
service providers and enterprises to identify network impairments
that cause service quality degradation and take correctivemeasures
in real time so that the impact on the degradation perceived by end-
users is minimal.

Index Terms—VoIP, Passive probe, Active probe, Service quality
monitoring, Network measurements

I. I NTRODUCTION

Voice over IP networks are attractive to service providers and
enterprises because they reduces expenditure and makes creation
of new revenue generating services easy. By using the same
network for voice and data services, service providers and en-
terprises save on equipment, operation and maintenance costs.
Also, creation of new services like “bundled” voice and dataser-
vice, web-enabled call centres, Click-to-dial, etc. is made easy
by migrating to IP-based converged networks. Moreover, In-
ternet based voice applications like Skype [1], Dialpad [2]and
Net2Phone [3] and VoIP services by Vonage [4] are very popular
because of the lower cost per call.

IP networks, on the other hand, are not designed to carry voice
traffic. Voice demands stringement delay and loss requirements
from the network for acceptable voice quality. Also, voice ser-
vices require network availability of 99.999% for an always-on
experience, and for emergency services. Thus, enterprisesand
service providers need to constantly monitor their networks to
detect sevice quality degradation and take corrective action in
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real-time to ensure that the degradation perceived by end-users
is minimal.

Traditionally, IP networks have been managed by measuring
aggregate parameters over interfaces of routers or other network
elements; for example, link utilization and packet losses.While
this is sufficient to manage best-effort services, managingnew
services based on voice and video that have diverse requirement
need measurements of finer granularity. In this paper, we de-
scribe two mechanisms that provide fine-grained measurements
in the network that allow service providers to determine theser-
vice quality at a per-service, per-user granularity.

Active probes are used to measure the end-to-end service
quality provided by the network for an application. Active
probes send emulated VoIP traffic through the network and mea-
sure the service quality of the network. The measured service
quality is indicative of the quality that users would see when
using the network. Service providers can program the active
probes to continuously and automatically monitor the network
and report degradations in the network. Active probes provide
a “black box” measurement mechanism of the network, and can
be used to detect service degradations. It cannot however help
pin-point the root cause of failure or congestion. For example,
while an active probe can detect an excessive delay through the
network, it cannot identify which link’s congestion is causing the
delay. Similarly, if there is a link or a server failure, the active
probes can detect the failure, but cannot help identify the cause
of the failure.

Passive probes provide a different perspective of the network
as compared to active probes. Passive probes are installed on
links within the network and theysnoop on all the traffic that
flows through the link being monitored. They “sieve” through
the packets on the link to identify individual VoIP calls andcom-
pute the service quality received by each one of them. Passive
probes can be used to continuously monitor the performance of
the network for the actual application traffic, as opposed tothe
measurements for synthetic traffic using active probes. They also
can be used to segment the network for source of failures or con-
gestion. However, they do not give an end-to-end perspective of
the network performance. They can compute the performance of
the network only between the points of installation of the probes.

Active and passive probes, when used in combination to mon-
itor network performance, give service providers the capability
of effectively monitoring their network for VoIP performance.
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Fig. 1. Simplified VoIP network architecture

They provide fine grained measurements that can be used for
real-time monitoring and immediate detection of faults.

In this paper, we discuss the implementation of active and pas-
sive probes, and the various issues that arise. We also discuss
how they can be used by service providers and enterprises foref-
fective VoIP service quality management. In Section II, we give
a brief overview of the VoIP network architecture and its various
network components, and describe service quality monitoring
mechanisms and the various metrics used in measuring voice
service quality. In Section III and Section IV, we describe the
implementation of active and passive probes respectively,and
discuss the various issues involved. We present an example set
of reports generated by the active and passive probes for an ex-
periment in Section V. Finally, we conclude and discuss future
work in Section VI.

II. SERVICE QUALITY MONITORING IN VOIP NETWORKS

A. VoIP network architecture

Figure 1 shows a simplified architecture of a VoIP network
that uses Session Initiation Protocol [6]1. The key network
components of a VoIP network are a SIP Proxy and a location
service. Typically, a client is assigned a SIP proxy in its domain
and the client registers its IP address and other attributeswith a
registrar. For simplicity of discussion, we assume that theregis-
trar is colocated with the proxy and we refer to the registraras
the proxy also. The SIP proxy handles requests from clients to
initiate VoIP calls and uses the location service to locate the user
who is being called. The location service can be implemented
using protocols like DNS.

Figure 1 illustrates an example call setup using a sig-
naling protocol like Session Initiation Protocol, where
user1@domain1.com wants to place a VoIP call to a user in a
different domain,user2@domain2.com.

1) user1 sends a SIP INVITE touser2, which is forwarded to
the SIP proxy inuser1’s domain.

2) The SIP proxy looks up the location of the proxy for
user2’s domain using DNS or another location service.

3) The SIP proxy forwards the INVITE touser2’s proxy.

1Though we consider networks that use SIP for signaling, the same discussion
can be extended to other signaling protocols like H.323

4) user2’s proxy looks up the location ofuser2.
5) The proxy fowards the INVITE touser2.
6) Finally, user2 acceptsuser1’s INVITE by sending a 200

OK message, thus establishing the call.
SIP also requiresuser1 to respond with an ACK for a three-way
handshake. The two users now know the identity of each other
and the call is accepted. They then communicate with each other
using VoIP codecs to generate packets and transmit the packets
over the network using RTP.

B. Voice service quality metrics

The quality of a voice call is affected by three sets of impair-
ments; signal processing impairments, network impairments,
and environmetal impairments. Signal processing impairments
are caused by the voice filters, quantizers, and codecs employed
in the system. Network impairments like delay, loss and jitter de-
termine the quality of a voice call. Environmental impairments
include factors like the ambient noise levels in the user’s loca-
tion.

Measurements through monitoring mechanisms are mapped
by voice quality metrics to the actual quality of the end-user ex-
perience, referred to asMean Opinion Score (MOS). At present,
there are no standardized voice quality metrics for VoIP. ITU
has defined two voice quality metric standards for the circuit-
switched PSTN, E model [7] and PESQ [8]. Both these mod-
els were originally designed to do transmission planning and at-
tempts to address all the different impairments. The E model,
best addresses impairments that occur as a result of ambient
noise and delay (echoes) by explicitly accounting for thesein an
additive impairment model. However, from a signal processing
perspective the E model is not as accurate as PESQ. The E model
takes into account average delays experienced in the network. It
assumes that packet losses that may occur in the network are ac-
counted for by the individual codecs. Thus the extent of impair-
ments due to packet loss is fixed for the specific codec used. The
PESQ algorithm predicts the subjective MOS values by compar-
ing the received signal distortion with respect to a standard refer-
ence signal. It assumes that the distorted signal should take into
account the network impairments and therefore network perfor-
mance does not need to be specified explicitly. PESQ does not
take into account frequency responses and loudness which are
two important factors affecting the perceived quality.

In our work for estimating the end user call experience in real
time it is necessary to develop a model that maps per call and
network performance metrics to the users perception of callqual-
ity. Furthermore for service assurance purposes it is necessary to
build a voice quality model that can be used to enable root cause
analysis in the event of performance degradations. Therefore
the model must explicitly capture both the signal processing as
well as the networking impairments. The additive nature of the
E model makes it more amenable to explicitly account for such
impairments on a per call basis and so we use a metric based
on E model that has been adapted for VoIP as the voice quality
metric to determine the MOS. The E model defines R factor as
the measure of voice quality, where an R factor of100 is the best



and0 the worst.

R = R0 − Is + Id + Ie + A (1)

where,R0 is the signal to noise ratio that includes the end-to-end
signal attenuation and ambient noise,Is is the impairment fac-
tor that comprises of outbound volume, side tone and quantizing
distortion,Id is the impairment factor due to network delay and
echo,Ie is the equipment impairments including codec impair-
ments like signal distortion, andA is the user tolerance to de-
graded user quality (for instance, wireless users can be expected
to be more tolerant to service quality degradation than wireline
users). The R factor directly maps into MOS using the following
expression.

MOS = 1 + 0.035R + 7 × 10−6R(R − 60)(100 − R) (2)

When the R factor is100, the MOS is4.5 and when the R factor
is 0, the MOS is1. Reference [9] and [10] describe E model in
more detail.

C. Monitoring requirements

We now describe the key network factors that affect the qual-
ity of a voice call.

1) Call setup time is the time between when a client sends
an INVITE and receives a final 200 OK response. For
acceptable end-user experience, this has to be in the range
of a few seconds.

2) Call tear-down time is the time taken to receive a final 200
OK response after a BYE request is initiated by a client to
end a call.

3) One-way delay is the delay experienced by RTP packets
that carry the voice traffic through the network. This needs
to be measured for both directions of a call between the
clients. Maximum acceptable one-way delays for reason-
able call quality are in the range of 150 to 180 ms.

4) Packet losses in the network cause degradation of voice
quality. There are two kinds of losses that one needs to ac-
count for, isolated packet losses and burst losses. An iso-
lated loss, where one packet among many gets dropped by
the network, does not have a big impact on the voice qual-
ity. Moreover, packet loss concealment algorithms exist
that can mitigate the effect of isolated packet losses. Burst
losses occur when the network drops a set of consecutive
packets and this is difficult to mitigate using concealment
techniques, and hence has a very adverse impact on the
call quality.

5) Jitter is introduced by the network due to variability in
queueing delays. This is normally handled at the receiver
by introducing a playout buffer (also called jitter buffer).
The receiver delays the playout of the packet by a fixed
time and this absorbs the jitter introduced by the network.
If the jitter of a packet is larger than the playout buffer, the
packet is dropped and it effectively shows up as a loss.

To perform service quality monitoring in VoIP networks, we
need mechanisms that measure the above network performance
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Fig. 2. (a) System architecture, (b) Active probe components

parameters for each call. These measurements are used to com-
pute the call quality percecived by the end user and this can be
used by service providers to detect quality degradation. Wenow
discuss our approach to measure the performance of the network
using active and passive probes.

III. M ONITORING USINGACTIVE PROBES

The architecture of the active probing system is shown in Fig-
ure 2(a). The system has a set of active probes and a Network
Operations Center (NOC). The NOC conrols the monitoring op-
eration in the network by initiating measurement tasks between
pairs of active probes. Active probes are software agents that run
on designated machines in the network and they establish VoIP
calls based on requests from the NOC and measure parameters
like delay, loss, and jitter, that affect call quality and compute
the perceived call quality using this information. This informa-
tion is then reported to the NOC, which tracks the service quality
degradation across the network.

The active probing system uses two basic operations to per-
form monitoring,measurement task andmeasurement report. A
measurement task is used by the NOC to get information about
the network’s performance for VoIP. The NOC identifies two ac-
tive probes in the network to be acaller and acallee respectively.
It then assigns a task to be performed by this pair of probes.
The task consists of establishing a sequence of VoIP calls from
the caller to the callee for a certain duration and measuringthe
network performance. A measurement task is composed using
XML and sent to the probes. An example measurement task is
shown in Fig. 3. The task specifies the caller’s and callee’s ad-
dress and port information to which the task needs to the sentto.
Also, the task configuration includes a Call Profile that describes
the parameters of the calls of the task. ThenumberOfCalls is the
total number of calls that need to be made between the caller
and the callee as part of the measurement task,callDuration is
the duration of each call in seconds,interCallWait is the time in
seconds that the probes wait after completing a call before ini-
tiating the next call, and thecodec is the type of Codec that is
used for the task.

Once the probes receive the measurement task from the NOC,
they execute the task by placing VoIP calls between each other



<?xml version="1.0" encoding="UTF-8"?>
<tasks xmlns="http://…">

<taskconfigid="task1">
<caller name = "caller“

ipaddress= "1.2.3.4“
probeAgentPort = "11000"/>

<calleename = "callee“
ipaddress= "255.254.253.252“
probeAgentPort = "10999"/>

<callProfile callDuration = "60”
interCallWait = "5“
numberOfCalls = "25“
codec = "G711"/>

</taskconfig>
</tasks>

Fig. 3. Example measurement task

and measuring the network performance. The probes use SIP
to establish the calls and they emulate VoIP calls by sending
synthetic traffic that have characteristics similar to the speci-
fied codec’s output. The probes send the measured results to
the NOC as a measurement report. The report has the follow-
ing measurements for the forward (caller to callee) and reverse
(callee to caller) paths.

• Average one-way delay (forward and reverse)
• Average round trip delay
• Jitter (forward and reverse)
• Packet loss percentage (forward and reverse)
• Jitter buffer loss (forward and reverse)
• R-factor and MOS (forward and reverse)
• Call setup time
• Call teardown time
• Number of INVITEs per call

A. Active probe operation

An active probe (Fig. 2(b)) is a software agent that is in-
stalled on systems in the network, and is implemented as a multi-
threaded process. Each active probe supports multiple callers
and callees to allow for flexible monitoring configurations in the
network. It is initialized with two threads, aprobe agent and a
call processor. The probe agent listens on a port of the system
for measurement tasks from the NOC and manages the callers
and callees in the system. The call processor handles the pro-
cessing of all SIP messages and uses a port in the system for
exchange of the SIP messages. It provides multiplexing and
demultiplexing functionality for SIP messages, when multiple
callers and callees are present in the system.

The operation of the system has three phases, initialization,
call handling, and reporting phases. Once the NOC defines a
measurement task, the initialization phase involves establishing
the caller and callee at the probes. Also, the caller and callee
exchange their addresses that is necessary for call establishment.
During the call handling phase, the probes establish VoIP calls
between the two sites using SIP, exchange VoIP packets, and

measure the network performance. The measurement reporting
phase involves sending the measurement report to the NOC.

When the NOC identifies a caller and a callee for a measure-
ment task, the NOC sends the measurement task to the caller’s
probe agent. The probe agent spawns arequest handler thread
that acts as the caller and handles the task of measuring the call
quality between the caller-callee pair. When the request handler
is initiated, the probe agent assigns a SIP URI to it. The re-
quest handler then transmits the measurement task to the callee’s
probe agent. The callee’s probe agent then spawns a callee re-
quest handler and assigns a SIP URI to it. The callee’s request
handler then communicates the callee’s URI to the caller using
the same socket that was used by the caller request handler for
transmitting the measurement task. Thus, the caller now knows
the identity of the callee. By using this initialization procedure,
the NOC needs to know only the IP addresses of the probes and
the probe agent port. It doesn’t need to handle the assignment of
SIP URIs for every measurement task, hence reducing the load
on the NOC. Also, since each task is shipped to the caller and
the caller and callee perform the task and return the measure-
ment report, there is no central coordination of the task by the
NOC.

During the call handling phase, the request handlers establish
calls between themselves and measure the network performance.
Each request handler has a SIP handler and an RTP handler.
The SIP handler handles the connection establishment and tear-
down using SIP for each call as described in Section II-A, and
computes the SIP related statistics such as call setup time and
teardown time. It uses the Call Processor to send and receive
SIP messages. The caller always initiates the calls and usesthe
callee’s SIP URI to send the SIP INVITE. The request handlers
also maintain failure statistics like the number of timeouts and
eventual failure to connect. These can be used by the NOC to
detect failures and in troubleshooting.

Once a connecion has been established, the caller and callee
exchange VoIP packets using the RTP handler. The RTP handler
generates RTP packets that emulate a codec as specified by the
measurement task and transmits them over the network for the
specified duration. It also receives RTP packets from its peer and
records the measurements such as delay, loss, and jitter. Once
the RTP handler completes the transmission of packets, the SIP
handler tears down the call and records the teardown statistics.
The request handlers setup multiple such calls and perform mea-
surements according to the measurement task’s specifications.

Once the task is completed, the callee’s request handler trans-
mits the measured statistics to the caller and the caller performs
the call quality computation using this information. The caller
then reports the measured statistics to the NOC, and the caller
and callee request handlers then shut down.

B. Call metrics computation

We use the local clocks at the probes for our measurements
and the probes use NTP [11]2 to synchronize their clocks. Once

2For more accurate measurements, we can deploy clock sychronization mech-
anisms using GPS or CDMA.



a call is initiated, both the caller and callee sent VoIP packets to
each other using RTP. While sending a packet, the sender putsin
the local time as a timestamp in the RTP payload. This is used
by the receiver to derive the delay and jitter of the network.

1) Call setup and teardown time: Since the caller initiates
and tears down calls, the call setup and tear down times are mea-
sured at the caller. For call setup, we measure the time between
when the INVITE is sent and when the OK is received. For tear
down, we measure the time between when the BYE is sent and
when the OK is received. We also keep track of the number of
timeouts at the caller for the INVITE.

2) One-way and round trip delay: The average one-way de-
lay includes a packetization delay, which depends on the codec
being used, and a jitter buffer delay, which depends on the size
of the jitter buffer. Fixed packetization delay values are defined
for each codec. The packetization delay value for each codec
includes the time to encode and decode the packet. After the
packet is received, the timestamp of the sender is subtracted from
the current time at the receiver to get the propagation delay. The
packetization delay is added at the receiver to get the totaldelay.

If the jitter buffer size is greater than 0, this will also addto
the delay. The purpose of the jitter buffer is to smooth out jitter
in the underlying network so that playback at the receiver can
mirror the play rate at the sender. This is done by waiting until
the jitter buffer is full to start the playback of the first packet.
To determine the playback time at each subsequent packet that
will maintain the play rate, we add a value we call the playback
delay,Dpb, to the time stamp of each incoming packet, because
this value is the same for all received packets, the playbackrate
will be the same as the sender play rate. Let the timestamp on
the first received packet bet0 , the arrival time of this packet at
the receiver bet1 and the time when the jitter buffer is first full
be t3. Note thatt3 is also the playback time of this first packet.
The playback delay is

Dpb = (t1 − t0) + (t3 − t1) = t3 − t0

Thus, for each packet that arrives at timetx with timestampty,
the jitter buffer adds an additional delay ofty+Dpb−tx. Packets
that arrive after their scheduled playback time are discarded. At
the end of the call, the average is taken over all packets received.

The average round trip delay is sum of the one-way delay from
the caller to callee and the one-way delay from the callee to the
caller. The callee sends the average delay for packets it receives
to the caller at the end of a call, where the caller sums the values.

3) Jitter: RFC 3550 [12] defines interarrival jitter as ”the
mean deviation (smoothed absolute value) of the differenceD
in packet spacing at the receiver compared to the sender for a
pair of packets.” Also, the interarrival jitter is calculated con-
tinuously for each data packeti using the differenceD for that
packet and the previous packeti− 1 in order of arrival (not nec-
essarily in sequence), according to the formula

Ji = Ji−1 + (|D(i − 1, i)| − Ji−1)/16

4) Packet loss percentage: At the end of a call, the callee
sends the number of packets it sent and the number of packets
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it received. The caller uses these numbers along with the num-
ber of packets it sent and received to calculate the packet loss
percentage for both the forward and reverse links. Loss can be
determined by looking at the RTP sequence numbers of succes-
sive packets received. If at any point during a call, the difference
in sequence numbers between two successive packets is greater
than four, then the loss is defined as bursty. Otherwise, the loss
of packets is termed random.

The other form of loss is due to the jitter buffer. If the play-
back time is ahead of the current time, the packet is discarded
and this counts towards a jitter buffer loss. Also, if a packet ar-
rives when the jitter buffer is full, then the packet is discarded.
This is accounted as a jitter buffer loss too.

5) R-factor and MOS: The parameters one-way delays,
round trip delay and jitter buffer loss are used to compute the
R-factor and MOS using the E-model as describes in Section II-
B.

C. Registration and SIP proxy based calling

The caller and callee need to register with the SIP proxies in
their respective domains if necessary to place calls to eachother.
The measurement task from the NOC (Fig. 3) now provides the
probes with the SIP registrar’s address (name or IP address), and
a user name and a password that are necessary for authentication.
The caller and callee register themselves with the registrar before
establishing calls in the call handling phase. If registration is not
necessary, this can be bypassed by the probes.

The NOC also provides an outbound SIP proxy address to the
caller in the measurement task and this is used by the caller to
place the calls to the callee. This is handled by adding aroute
header to the SIP INVITE and the SIP proxy forwards the IN-
VITE to the callee.

D. Handling NATs

In the presence of a NAT, the addressing information ex-
changed by the caller and callee in the initialization phasecan be
unusable, as they need the addresses as translated by the NAT.
We have designed the system to handle a particular case when
the caller is behind a NAT and the callee is not. The caller al-
ways initiates communication with the callee. Since the callee
does not reside behind a NAT, the address used by the caller is
the true address of the callee.
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In the initialization phase, the caller transmits the measure-
ment task received from the NOC to the callee using its true
address. When the callee receives the task, the callee responds
with its SIP URI to the caller on the same translated caller ad-
dress instead of its true address.

In the call handling phase, the caller registers its URI withthe
proxy using its true IP address. This registration is not useful as
the proxy will not be able to communicate to the caller using that
address. However, the callee’s registration is valid. We handle
this case by ensuring that the caller always initiates SIP transac-
tions (INVITE and BYE) and the callee uses the same channel
to respond, thus ensuring that the translated address is used.

Finally, the callee reports its measurements to the caller by us-
ing the same channel as the one used in the initialization. This
channel uses the translated address and thus, the report is for-
warded to the caller by the NAT.

IV. M ONITORING USINGPASSIVE PROBES

We now present the design and implementation of passive
probes that can be used to monitor VoIP networks. A passive
probe is used to snoop on a network link and observe the VoIP
traffic traversing that link. In combination with other passive
probes, it can be used to monitor the network between them for
service quality degradation. In addition, they can be used to pin-
point cause of failure or degradation in the network by strategi-
cally placing them.

Fig. 5 shows the architecture of the passive probing system.
Passive probes are setup to snoop traffic on links in the network.
They dissect the protocol fields of the packets, determine ifthey
belong to a VoIP session, and if they do, collect and store statis-
tics of the session asrecords. The probes then send the records
to the NOC. The NOC correlates the measurements from probes
by determining the probes through which the same VoIP session
flows and then computes the call quality of the flow between the
probes.

A. Measurement records

A passive probe maintains two sets of records, one corre-
sponding to SIP and the other corresponding to RTP. Each record
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contains three fields, protocol, key, and statistics. The protocol
corresponds to the protocol being measured, SIP or RTP. The key
corresponds to a unique identifier of the connection to whichthe
record corresponds to. The measurements from the probes cor-
responding each protocol connection are stored in the statisics
field, and this field is different for each protocol.

1) SIP Record: The key for a SIP connection is defined as
the 3-tuple, (to, from, call id), whereto, from andcall id are
fields in the SIP header [6]. For each SIP connection, we store
the time when the probe sees a SIP message with the key cor-
responding to the connection. The messages we are interested
in are INVITE, TRYING, RINGING, 200 OK, and BYE. Using
these times, the NOC can determine the call setup and tear down
times for each VoIP session observed by the probes.

For any SIP message, we also store the source IP addresses
of the UDP or TCP packet. A SIP host sending an INVITE
corresponds to one participant of the VoIP session and the host
sending the 200 OK corresponds to the other. The IP address
of these messages is used to correlate the SIP records with the
corresponding RTP records by the NOC.

2) RTP Record: The key for an RTP connection is defined
as the 5-tuple, (src ip, src port, dst ip, dst port, ssrc), where
src ip anddst ip correspond to the source and destination IP
addresses respectively,src port anddst port correspond to the
source and destination UDP ports respectively, andssrc is the
synchronization source field in the RTP header [12].

Each record contains the measures, the average estimated time
stamp, the number of packets observed, the minimum and max-
imum RTP sequence number, and the arrival times of the first
and the last RTP packet. The average estimated timestamp is the
average value of the timestamps of each RTP packet received.
When losses occur in the network, this average can get skewed.
Hence, we adjust for losses and store an estimate of the average
timestamp value. This is used to compute the delay through the
network.

B. Passive probe components

Our implementation of passive probes uses off-the-shelf desk-
top computers or servers running Linux. Similar to active



probes, passive probes synchronize their local clocks using NTP
or more accurate mechanisms. Fig. 6 shows the components of
the passive probe.

1) Packet capture and dissection: For links that have low
traffic volumes (50 − 100 Mbps), we use commercial NICs
to perform the snooping. For higher rates, we use high-end
DAG [13] capture cards. To snoop the traffic on links, there
are a few methods that are available. For 10-100 Mbps Ethernet
links, we can use a hub to connect the passive probe and snoop
on all the traffic on the hub. Some switches and routers support
mirroring of one port’s traffic on another and this can be usedby
passive probes to monitor the traffic. Another method is to install
a passive tap (optical splitter) and use the tap for monitoring.

We use thelibpcap library to perform the packet capture from
the links. We capture all packets that are of type UDP and pack-
ets that are destined to the SIP port (5060). We capture all UDP
packets because any UDP packet can be an RTP packet, and we
identify packets that are RTP packets through heuristics. To de-
termine if a packet is an RTP packet, Reference [12] prescribes
certain tests. The version number of the packet needs to be2,
the length of the RTP packet should be the same as the length
header, and we should receive three consecutive sequence num-
bers at some point in the flow’s duration. We use these tests to
validate the packets as an RTP stream. If a stream does not sat-
isfy the tests, we remove the RTP record from memory. For SIP,
we parse the header of the packet and extract the relevant fields
such asto, from, call id, cseq, method, andstatus.

2) Record lookup: A Gigabit Ethernet link can carry approx-
imately 16,000 simultaneous VoIP connections. Thus, our pas-
sive probes need to be able to process as many measurement
records. We use two hash tables to store the records, one for
RTP and the other for SIP. Since the number of records is small,
the entire hash table fits in memory, for a system with 256 MB
main memory.

We use the UNIX ELF hash function for hashing, and the hash
function uses the record key to perform the hashing. The ELF
function provides a simple software implementation of a hash
function that uses minimal computation and gives good perfor-
mance. Stronger hash functions such as cryptographically secure
functions, MD5 and SHA-1, are expensive to implement in soft-
ware in terms of their computational resource requirements.

3) Record update: For each packet we receive, we perform a
lookup to determine if a record for that key already exists. If so,
we update the record. For SIP, this update is straight-forward.
We store the type of header received and store the current local
time of arrival of the packet in the record. For RTP, the update in-
volves incrementing the number of packets observed, computing
the average timestamp value, updating the minimum and maxi-
mum observed sequence numbers, and update the reception time
of the last packet. If a record does not exist, we create a new
record and update it.

While maintaining the average timestamp, packet losses can
result in an inaccurate measurement. To compensate for losses,
we smoothen the average. LetT represent the estimate of the
average timestamp of some RTP connection,N be the number of
packet received until now,p represent the last sequence number
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Fig. 7. Compensating for losses by inserting timestamps

received, andtp be the time when the last packet was received.
Suppose we receive an RTP packet belonging to this connection
with sequence numberq and at timetq, we update the average
normally if the packet is the next packet in the sequence (q =
p + 1).

T = (T.N + tq)/(N + 1)

If the sequence number of the received packet is less than the
last received sequence number (q ≤ p), this corresponds to an
our-of-order arrival, and we do not update the timestamp.

When we see a jump in the sequence number (q > p + 1), we
assume that the packets with sequence numbersp + 1 to q − 1
are lost and we smoothen out the average timestamp by assum-
ing that we received the timestamps of lost packets with equal
spacing in the durationtp to tq. This is illustrated in Fig. 7. The
spacing of the timestamps isx =

tq−tp

q−p
and the estimated arrival

times of the lost packets aretp+x, tp+2x,...,tp+(q−p−1)x re-
spectively. We also increment the number of packetsN by q− p
for the purpose of computation of the average timestamp. How-
ever, this does not correspond to the actual number of packets
received. Thus, we maintain a separate count of the actual count
of the number of packets received. We update the timestamp
using the expression,

T = [T.N + (tp +
tq − tp
q − p

) + (tp + 2
tq − tp
q − p

)

+ . . . + (tp + (q − p)
tq − tp
q − p

)]/(N + q − p)

= [T.N +
tp
2

(q − p − 1) +
tq
2

(q − p + 1)]/(N + q − p)

4) Record expiration: This module determines when a
record needs to be cleared from memory and sent to the NOC. A
SIP record is expired using two criteria. If we receive a 200 OK
for a BYE request, this signals the termination of the connec-
tion, and we expire the record and sent the record to the NOC.
We also expire the record if we do not receive any message in
the session for a timeout period.

An RTP record expiration uses two criteria, an inactive time-
out and an active timeout. An inactive timeout is triggered when
we do not receive any RTP packet in the session. This typically
signals the termination of the VoIP session, and the record is
sent to the NOC. An active timeout is used when during a pe-
riod (longer than the inactive timeout period), we do not expire
the record using the inactive timeout expiration. This is used for
sending periodic reports to the NOC for VoIP sessions that last
for a large duration.
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Fig. 8. Example showing probes observing a VoIP session

5) Exporter: The exporter is a thread running on the probe
that handles the transmission of expired records to the NOC.The
exporter formats the records such that each record consiststhe
address of the probe, the time of export, and the record. The
exporter maintains a socket connection to the NOC and uses this
to transmit the records.

C. Call metrics computation

We now discuss how we compute the call metrics at the NOC
using the records from the probes.

1) Call setup and tear down times: The NOC can receive
SIP records with the same key from multiple probes because a
VoIP session can be observed at multiple probes as shown in
Fig. 8. We compute call setup time as the time between when
a probe gets a SIP INVITE and when it receives a 200 OK. It
is easy to see that the probe closest to the caller will have the
largest call setup time value. Thus, the NOC computes the call
setup times at the probes that observe the call session and reports
the maximum of these values as the call setup time. Since, the
records from the probes need not arrive at the same time, we
wait for a period of time at the NOC for all records to arrive.
This waiting period typically needs to be at least as much as the
maximum delay from a probe to the NOC. Note that the reported
call setup time does not account for the delay from the callerto
the closest probe, and this is not the end-to-end value.

Consider the scenario shown in Fig. 8. A VoIP session is ob-
served by three probes,P1, P2, andP3, and the three probes
report records to the NOC. Since the caller initiates the call by
sending the SIP INVITE, the delay between when the probes ob-
serve an INVITE and the 200 OK response from the callee is the
largest forP1. Thus, the NOC reports the call setup time using
P1’s measurements. The delay from the caller toP1 for the IN-
VITE and the delay fromP1 back to the caller for the 200 OK
message is not accounted for in this setup time.

The call tear down time is computed similar to the setup time
computation as the time between when the probes receive a BYE
and the time when they receive a 200 OK.

2) Average one way delay: The NOC maintains one-way de-
lay estimates for each RTP connection for which it receives a
record from some probe. The forward and reverse RTP con-
nections of a VoIP session have different RTP records, and the
source and destination IP addresses of the forward connection
are interchanged to get the addresses of the reverse connection.
When the NOC first receives a record for an RTP connection, it
stores the record and waits for records from other probes to ar-
rive. It waits for a time period that is greater than the sum ofthe
active timeout period and the maximum delay between probes
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Fig. 9. Compensating for losses by inserting timestamps at the NOC

and the NOC. This ensures that the NOC receives records from
all probes that observe the RTP connection.

Consider two probes that observe some RTP connection. Let
the number of packets they see beN , assuming no losses in the
network and let the arrival times at the first and the second probe
bexi andyi, ∀i ∈ [0, N − 1] respectively. The average one way
delay,D, is given by

D =
1

N

N−1∑

i=0

(yi − xi) =
1

N

N−1∑

i=0

yi −
1

N

N−1∑

i=0

xi

= T2 − T1

whereT2 andT1 are the average timestamp values at the second
and the first probe respectively. Note that the second probe can
be identified by a larger average timestamp value than the first’s
value when the clocks at the probes are synchronized. Thus,
in the example in Fig. 8, for the RTP flow from the caller to the
callee,P3’s average timestamp estimate will be greater thanP2’s
estimate, which in turn will be greater thanP1’s estimate.

When there are losses in the network and the second probe
receives lesser number of packets than the first, the delay esti-
mate will not be not accurate because of the skew introduced by
the losses. The losses at the second probe can be either at the
beginning, or at the end, or at in the middle of the flow’s dura-
tion. Each probe compensates for losses in the middle through
the procedure described in Section IV-B.3. The losses at the
beginning and at the end, however, cannot be accounted at the
probes as the probes do not know the actual number of packets
in the connection. These losses are compensated for at the NOC
by assuming that the lost packets arrive at a constant interarrival
time. The interarrival time is determined using the total time of
observation (given by the time of last packet arrival and thetime
of first arrival) and the total number of packets observed.

Consider the case when the first and last sequence numbers of
some flow seen at a probe,P3, in Fig. 8 aren andm respectively.
Suppose another probe,P1 has first and last sequence numberx
andy for the same flow andx ≤ n andy ≥ m (that is, this probe
has observed this flow somewhere before in the path and hence,
has seen more sequence numbers). Then we addn − x extra
timestamps at the beginning andy − m extra timestamps at the
end of the flow seen atP3 as shown in Fig. 9. The interarrival
time, It, is given by(tm − tn)/(m − n). We thus update the
timestamp as

T = [T.(m − n) + tn(n − x) − It(1 + . . . + n − x)+

tm(y − m) + It(1 + . . . + y − m)]/(y − x)



Using these estimated average timestamp values, we compute
the average one way delay approximately.

3) Round trip delay: The round trip delay is calculated as the
sum of the one way delays of the forward and the reverse RTP
connections, which can be determined by the source and desti-
nation IP addresses and ports. It is possible that the NOC has
only one direction’s records because the other direction’scon-
nection uses a different path through the network and does not
pass through the passive probes. In this case, we report round
trip delay as twice the one way delay.

4) Packet loss percentage: The first probe that observes traf-
fic of an RTP connection receives the maximum number of pack-
ets. For instance, in Fig. 8,P1 receives more packets thanP2 or
P3 for the RTP flow from the caller to the callee. Consider an
RTP record from the first probe, and if the minimum sequence
number seen bex and the maximum sequence number bey,
theny − x is the maximum number of RTP packets that will
be received by all the probes if there are no losses in the net-
work. The fraction of lost packets at some probe is given by
(y − x − N)/(y − x), whereN is the actual number of packets
received by the probe, as reported in the RTP record from that
probe.

5) Jitter: Consider an RTP packet stream withN packets
that is observed at two probes. Let the packet timestamps at
the probes bet1i and t2i , ∀i ∈ [0, N − 1] respectively. Jitter
is defined as the mean deviation of the absolute difference of
the interarrival time at the receiver as compared to the sender.
The absolute difference,D, of interarrival times of some pair of
packets is given by

D = |(t2i+1 − t2i ) − (t1i+1 − t1i )|

The timestamps at the first probe are not available at the sec-
ond and vice versa. Thus, this absolute value of the interarrival
time differences cannot be computed at the probe. If we need to
compute it at the NOC, we need the timestamp of every packet
and this is too expensive to perform due to the size of each RTP
record that needs to be exported to the NOC.

The VoIP source inserts a timestamp value at the source. How-
ever, this timestamp does not correspond to the actual time at the
source, and is defined by the codec that is used. For example, the
timestamps of a source that is using G.711 codec correspond to
the number of voice samples in the packet. To use this timestamp
information to calculate jitter, we need to identify the codec be-
ing used at the source. Also, the jitter calculation becomescodec
specific.

The jitter value is used to identify losses at the receiver due
to the playout buffer. Thus, we also need to know the size of
the playout buffer at the receiver to compute this information.
We do not implement jitter calculation in our probes currently
and are investigating methods of implementing it. Currently, we
assume infinite playout buffer sizes at the receivers and equiva-
lently, there are no losses due to jitter at the receivers.

6) R-factor and MOS: Using the delay values, one way as
well as round trip, and the loss percentages, we calculate the
R-factor and MOS using the E-model as described in Section II-
B. When multiple probes observe some some VoIP connection,

we can compute the network performance between each pair of
probes, thus enabling us to segment the network’s performance.
This can be used to pinpoint the actual cause of service degrada-
tion more effectively than end-to-end measurements. The ability
to pinpoint causes of service degradation depends crucially on
the placement of probes in the network. Probe placement algo-
rithms are discussed in Reference [15]. The R-factor and MOS
values do not reflect the end-to-end network performance since
we account for delays between probes only and not end-to-end
delays.

V. REPORTS

We now present the reports generated by the probes for a par-
ticular test scenario. We installed the active probe software on
two machines at two enterprise locations, one in Bangalore,In-
dia and the other in Murray Hill, NJ, U. S. A.. We denote the two
machines as BA and MH respectively. We performed a measure-
ment test between the two sites and setup50 VoIP calls using the
G.711 codec and measured the performance of the network be-
tween the two sites. We also used passive probes to snoop on the
calls made by the active probes at the same two locations. While
the calls were in progress, we setup UDP sources to send con-
tinuous traffic from MH to BA. This causes the routers buffers
to get filled and results in packet drops. We start one source at
around the 10th call and stop it at the 18th call. We then start
two sources at around the 33rd call and stop the sources at the
42nd call.

Fig. 10 shows the results from the active probes and Fig. 11
shows the results from the passive probes. The delay measure-
ments from the active probes include the packetization delay in-
troduced at the source and is hence, around 25 ms higher than
the delays measured by the passive probes. The passive probes
measure losses accurately as compared to the losses observed by
the active probes.

VI. CONCLUSIONS ANDFUTURE WORK

Since IP networks have not been designed to provide the qual-
ity requirements for VoIP networks, monitoring the networkto
identify performance degradations and to provide quality assur-
ance is crucial. In this paper, we have discussed the design and
implementation of active and passive probes that can be used
to monitor the network performance for VoIP effectively. We
present the computation of call quality using E-model, which
uses delay, loss and jitter measurements from the network, and
probes are used to perform the necessary measurements in the
network. This can be used to identify service quality degrada-
tion and take remedial actions to ensure that the impact of the
degradation on the end-user is minimal.

Active probes are software agents running on end systems in
the network, and can be used to establish VoIP calls and measure
the parameters that affect call quality. We discussed the archi-
tecture of our active probing system and the implementationof
the probes to perform the measurements. The system does not
require central coordination and thus, places minimal burden on
the NOC and scales to a large number of probes. The probes can
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Fig. 10. Measurements using active probes for the call stream from MH to BA
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Fig. 11. Measurements using passive probes for the call stream from MH to BA

also handle NATs for a particular case when the caller is behind
a NAT and the callee is outside.

Passive probes are used to snoop on network traffic to perform
measurements. In this paper, we presented the design of passive
probes and discussed the implementation of the various compo-
nents. We identified issues in performing accurate delay mea-
surements in the presence of losses and presented a mechanism
that compensates for losses by smoothening the measurements.
Finally, we discussed how the measurements at the probes can
be correlated at the NOC to compute the network performance
metrics.

Once probes detect service quality degradation in the network,
service providers need automated tools to identify root cause of
the degradation. This requires the integration of other network
management tools with probing tools, like autodiscovery mech-
anisms that discover the topology of the network, and automati-
cally detect users and applications in the network, and other tools
that monitor the performance of network elements.

The performance of the SIP proxy plays a crucial role in the
service quality of a VoIP network, in terms of call setup and
teardown times. The SIP proxy also uses backend transactions
(e.g. DNS lookups, database transactions for user identification
and authentication) to perform the proxying functions. Passive

probes can be used to monitor the load on SIP proxies, and the
delays of the various transactions. This needs to be exporedfur-
ther.
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