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_Abstract—IEEE 802.11 has become de facto standard for a wireless device [1]. In NPDD, traffic is put into different
wireless LANs. Although it was originally designed for data classes. Each class is assigned a delay differentiation parame-
communication, emergence of Voice over IP (VoIP) has made ter (DDP). The average delay of packets in different classes is

it attractive for voice applications. But voice applications re- : - ?
guire Holn guaranee: e have implemented R ynamic Class in proportion to their respective DDPs. NPDD scheduler uses

election (DCS) mechanism in Neighborhood Proportional Delay Waiting Time Priority (WTP) algorithm [11]. If only NPDD
Differentiation (NPDD) (proposed in [1]) architecture to provide = is used, then a flow having a delay bound may not fit into

delay assurance in I%EPE 302.11 networks. But we found that a particular class properly. If the flow is assigned a higher
DCS is not suitable for voice applications which require tight priority, then the actual delay suffered may be much below

delay bound. Hence, we propose two Adaptive Class Selection i -
(ACg) mechanisms to proF\)/idg delay assurances to voice flows the delay bound. On the other hand, if it is assigned the next

However, delay assurance at all nodes within a LAN cannot lower class, the delay may be more than the delay bound.
be provided with ACS or DCS. So we propose Measurement Hence Dynamic Class Selection (DCS) is usually employed
based Distributed Call Admission Contro é{ DAC) mechanism along with NPDD. DCS runs a periodic decision process to
to provide delay assurances for voice traffic at all nodes. Our getermine if class of a flow needs to be changed. Changing
experimental results show fhat ACS and MDAC perform much  cjass of a flow makes better utilization of bandwidth while
|. INTRODUCTION meeting the flow’s delay bound.
) ) ) o ] We implemented the NPDD and DCS mechanism in linux
The use of wireless devices like Personal Digital Assistarkgrnel to provide QoS to voice applications. But during our
(PDAs), Smart Phones and Laptops based on IEEE 802.11 §beriment we noticed that DCS could not provide required
have become commonplace. Although IEEE 802.11 WLARO0S to high priority flow at a high load condition. The reason
was originally designed for providing wireless access for daj& that DCS moves a flow to higher class without considering
traffic, the emergence of Voice over IP (VoIP) has madegow the QoS of the higher class will get affected after the
it attractive for wireless voice access through IP networkaove. Hence we devised akdaptive Class SelectiofACS)
But \oIP applications require QoS from the network imechanism that addresses the above drawback of DCS. We
terms of delay, jitter and packet loss. Point Coordinationave also proposed and implemented a simple measurement
Function (PCF) in IEEE 802.11 provides real time suppoHased distributed Call Admission Control mechanism to pro-
in infrastructure mode. But most of the existing IEEE 802.1}ide QoS assurance at all hodes.
solutions do not support PCF. IEEE 802.11 DCF mode does
not provide QoS for real time applications. Although IEEE [I. PROPORTIONALDELAY DIFFERENTIATION
802.11e can support QoS, this MAC is yet to be standardized. hi . ide a brief . f diff
Hence there is a need to provide QoS’in IEEE 802.11 basEd” this section we provide a brief overview of two diiierent
WLANS to support VoIP applications roportional Delay Differentiation (PDD) paradigms, since
. ; k is based on it. For more details, readers can refer
Several MAC protocols have been proposed to providg!f Wor ,
QoS in wireless LANs. These are broadly classified into t
categories: centralized and distributed. There are centralize
scheduling algorithms [3], [4], [5] where a designated ho&
(e.g. Access Point) coordinates the access to the wirel
medium. In distributed protocols, all nodes contend for t
medium and can transmit the packet only if it does not he
gnotrt])er téansmissilon. LCJinfair medium access car[16]oc[c1]1r
istributed protocols under certain circumstances [6], [7]. :
decentralized scheme call@lackburstwas proposed in [8] L€t 1 = 01 > d > .. > dy > 0 be the DDPs
which minimizes the delay for real time traffic. To acces@efined by the network designer for classes. Letl_i; be the
the medium a station sends a black burst by jamming tR¥erage queueing delay of clasgackets at nodé. Then the

channel for a period of time. The length of the black burst isormalized average queueing deldyfor all classes at node
determined by the time the station has been waiting to accésshould be equal, where the normalized average queueing
the medium. Vaidya et al. proposed a QoS scheme in terahslay of flow: at nodek is given by
of fairness in distributed fashion by allocating bandwidth in .
proportion to thewveightsof the flows sharing the channel [9]. dv = d* /s;. (1)
Hang Su et al. proposed self-adjusting contention window ! !
algorithm which modifies the back-off window based on the At a PDD node the following holds
number of packets transmitted and dropped [10].

The main problem of the above mechanisms is that they dy [d5 = 6;/6; 2
would require changes in the MAC firmware. This means
that users have to buy new network cards with the modifid¢dr all classes and ;.
firmware. This, obviously is an impractical proposition. A Neighborhood PDD (NPDD) is a service model that uses
more practical solution is to have a QoS scheme whidPDD paradigm along with Waiting Time Priority (WTP) [11],
can work on top of the standard IEEE 802.11 MAC layefl]. In NPDD, the head-of-line packet of a clasis assigned a
Neighborhood Proportional Delay Differentiation (NPDD) iswvaiting time priorityw;(t) and the scheduler always schedules
a mechanism that can work on top of any MAC protocol ithe highest priority head-of-line packet for transmission.

dhe PDD service model supportd classes relatively
dered in per-hop packet queueing delays at any hodg
ek, the packets with higher priority experience low delay
an packets with lower priority. The proportionality between
glays of different classes can be tuned by the network
signer with a set of class delay differentiation parameters



Notation Description

Applications using NPDD service may have their delay R e Touy o T & berock  oeriod
much below the delay bound or much above the delay bound. Dy Delay Bound of flow
Hence NPDD by itself may not be an efficient mechanism. 1< Delay Tolerance of flouf .
. . . . .. Dc(k_,_)) Sum of end-to-end delays of flows in cla€s( k)
DCS mechanism addresses this issue by changing the priority DBi(ay, | Sum of delay bounds of flows in ciass (k)
of packets dynamically based on the delay suffered by the DB Sum of delay bounds of al flows at & node
. . A 4 . elay um of end-to-end delays of all flows at a node
application. Delay of packets of a flow is measured periodi- Mg (jory Number of flows in clas<” ()
cally. If delay of a flow exceeds (falls below) its delay bound do (k) e ()
for a certain number of successive time periods the flow is e Artival rate of classC' ()
promoted (demoted) to the higher (lower) class. For a formal dag Average (across al casses) aggregate queue size
1Dt i 9C (k) Average queue size at clags(kT)
description of DCS algorithm please refer to [1]. Sern) Delay differentiated parameter of clas(J )
| | | A DAPTIVE CLASS SELECTOR GB]-JC Global Benefit of nodej stored at nodée
' TABLE |

The advantage of DCS is that it can utilize the bandwidth LisT OF NOTATIONS USED
;afficilenttljy to mehet the delay t%uarar}tee(s: Sof thehapplicatiops at
ow load. But the main problem of D is that its perfor: . =
mance deteriorates at very high load to provide assurand¥gorithm 1 B — ACS(C(kr), Dy (k7), Dy, o)
proportionally. At high load, there is a possibility that many 1: i (o, () > D for & consecutive periogsthen
flows may not meet their delay bound and therefore may: cx+1)7) =min(Ckr) +1,N);
go to higher classes. This will cause the higher class flowg: "Zc(+ns) >0ten _
to have high delays. Hence, before a flow is promoted to g.  .c(*+vn ¥ = P51 _(:ify(m
higher class, it should be made sure the move does not affeg Gy == TR T

. . . else
other flows so much that they miss their delay bounds. Tq: Ok + 1)) = Clhr:
this end, we have proposed an Adaptive Class Selector (ACS) escit((p; (kr) < 1, + ;) for Ky consecutie periodstnen
mechanism in this paper so that the above situation is tak@®t c«x +1r) = mex(©@n) - 1,0
care of. We propose two such algorithms to adaptively chané%; Bo((k1)r) = Dy = Dyp(kr);

the class of a flow. ﬂ: E:C(M —= Dy - Dp(kn);
PUC(k+1)r) = Clhr);
A. Network Model 15 o

The network model considered for this study is a converté: e
tional infrastructure based IEEE 802.11 DCF network. The
wireless nodes host applications with end-to-end communida- Estimation based ACS

tion flows through AP. Each node has an implementation of +,o broblem with B-ACS algorithm is that it allows a new
ACS architecture shown in Figure 1. For our ACS algorithny . intg classC(kr) + 1 from Cg(kr) even if thebenefitcost
we have implemented the Proportional Average Delay (PA classC (k7) + 1, Boer)41, is Slightly greater than 0. This

Scheduler proposed in [11]. PAD services packetshin ;2
classes and realizegroportional average per hop delaysMay cause the violation of delay assurances of dl&gs) +

among them locally at each node. But PAD uses average delayE-ACS_algorithm solves this problem by predicting the
(calculated over all the packets in a class) and calculates fiPected increase in average queueing delay of cléks) +
normalized average delay of a class (whereas NPDD appli fue to the class change of floy from classC(k7) to
WTP to head-of-queue packet). The packet at the head ©@ff7) +1. .
queue of the class having the largest normalized average de|aw this algorithm, the delay bound requirement for each
is then scheduled by PAD scheduler. Tablseummarizes the floW in a class is not checked, but the cumulative delay
notations used in this paper. bound, DBckry = X jecr Dy» Of @ classC(kr) is
! checked. Since all flows in a class have same queueing delay,

the expected cumulative end-to-end delay of cléggr),
Derry = X pecunr) Dy(kT), is calculated using expected
increase in the queueing delay and the number of flows in
that class. This can be used to check whether the cumulative
delay bound of all the flows in a class can be met or not.

Expected queueing delay of a class can be calculated as
follows. Let \; be the aggregate arrival rate of classJsing

Fig. 1. Architecture of ACS framework Little’s law[12], [13] and equation (2), the queueing delay of
B. Benefit based ACS classi is 8iq
) : : di = — 4
This version of the ACS is based on what we refer to as i N-Ty s
benefitcost. Each class at a node maintaiesefitcost which 2i=o Aidi

is the cumulative sum of the difference between the del ; i .
bound and end-to-end delay suffered by flows in that Cla%ﬁe%p%seeeaﬁggméndcé?asi vg%trél;%gééocnq%gges to class+ 1

At the k" period for applicationf, the benefitcost of a class

C(kt) is defined as follows
M R M
Begmy =Y Dy =Y Dy(k 3 . .
k) 2—:1 ! 2—:1 (k) ®) From equation (4) and (5) the new queueing delay of class
- = i can be expressed as follows

The pseudo code for this version of ACS, called Benefit
based ACS (B-ACS), is shown in Algorithm SN
Yiso  Aidi + (Bia1 = 8)As

d/ — 61 Gag (5)

' Zﬁ\;f)l Aidi + (0ir1 — 03) Ay

d, = d;
Algorithm B-ACSessentially promotes a flow (St&) to

next class if the new class has a positive benefit and the flow 5

violates its delay bound fak'; consecutive period. If the flow d = d; iQag (6)

has been enjoying too less delay f§}, consecutive periods, 0iGag + (0iy1 — 0i)Apd;

it is demoted to the lower class.




Algorithm 2 E — ACS(C(kr), Dy (k7), Dy, ) A. MDAC

1 it (Dy(k) > Dy for K consecutive periogsthen Nodes run in promiscuous mode to implement MDAC. A

20 Wk +1)7) = min(C(hm) +1,N); ey node;j embeds its QoS assurance informatiGhobalBenefit

3 Ao (hr1yr) = (et 3 - Gkm) “96 e N each packet and sends it over the network. Whenever a

/ C(k+1l>fq“g“ ctkn+1-ckn) Me,)  packet is received at a nodefrom a neighboring nodg, the

4 Pe(rtnn = Pok+nm) + Hogtnr = o) = Mok GlobalBenefitvalue of nodej (GBy) is retrieved from the

g- benefit = DBo((t1)r) ~ Po(rtyn) packet header and it is updated as a weighted average in the
. if (benefit >= 0) then icti H

7 R putey - 0o - Pown) - PBourm - existing neighbor entry at node as follows,

8 if (c;c(;Ekbti)eTf)i)tv < 0) then G ziw = Q% GB?TI:EI) + (1 - Oé) * GBJJ 0 S «@ S ]' (10)

9: C(k + 1)7) = C(kr); i i ' . i

ﬁ o Each nodek maintainsG B, ;. If no corresponding entry is
PTGk 4 1)) = ClkT) found, new entry is created arfglobalBenefitvalue is stored

ii elseen?fEfo(kr) < Lff + @f for K jp consecutive periogsthen USIng theequatlon (10) If nOCk does nOt receive a paCket

15: C(r41) = max (C(r) - 1,0, from a neighboring nodg for a certain period then the entry

16: ese GB; . is removed.
PO+ 1) = c(r); 7

18: endif

_ Algorithm 3 MDAC(C(7), Dy, ¢4, Ay)
The average backlog due to flojvcan be approximately —
calculated as\;d; = I, whereg; is the backlog of class 2
andn; is the total number of flows in clags 431. .
. . Reject the flow and return
Hence equation (6) becomes 3 end i
8

1* 1 is the number of neighbors of node */
. forall j « 1toldo
if (GBj < 0) then

. end for
. if (benefit[C(T)] > 0 && G By j > 0) then

(5 : q . put the flow information in a new flow entry
dl = d’L 12ag - (7) 9 Accept the flow and return
' 6iqag + (6i+1 o 62)% %9 e‘SSeject the Flow and return
12: endif
_Using equation (7) we can predict the approximate increase
in the queueing delay of clagst 1. V. IMPLEMENTATION IN LINUX KERNEL
5 This section describes the implementation of NPDD mech-
' = disr iag : (8) anism in linux kernel. Due to space limitation we have not
SiGag + (dit1 — 6;) £ provided many internal details of the implementation. For

more details readers are referred to [14]. The implementation
The new in end-to-end delay (used in Stépis defined as is independent of kernel version and is implemented as kernel

follows modules [15]. The advantage of the kernel module is that it
makes installation easy and avoids kernel recompilation.
Digy = D1 + (digy = dit1) ¥ 1y (9 A Protocol Stack

If expected end-to-end dela#); ;, of classi+1 after flow - The protocol stack of a node in NPDD Network is s.h_own

N Hit in Figure 3. The NPDD Network node consists ofva
f moves from class to i +1 is greater than the total delayy,a| network devicqNPDD device), areal network device
bound, DB;,, of classi + 1 then the flowf will not be f - :

: " ; (802.11DCF) and aPacket Listenerin the linux kernel.
allowed to change its class. Otherwise, figvis promoted to PDD deviceis avirtual network devicevhich captures the
classi+1. Delay bound of all the classes is checked in Step - : P

tgoing packets to includdPDD headerand sends packets
because the total delay bound (of all the classes) and t #I ! :
end-to-end delay of all the flows at the node is consideredy,Cnanding the packet type tpdd NPDD headercontains
y NPDD specific information like class of a floWlobalBenefit
of a node, one way delay of a flow etc. TRacket Listener
IV. CONNECTIONADMISSION CONTROL listens for NPDD packets.NPDD deviceresides below the
network layer whereas theacket Listeneresides at network
Both DCS and ACS try to meet delay assurances only latyer. The device driver foNPDD deviceis a kernel module
a single node. They are not sufficient for providing delawhich registers itself as a network device in the kernel. It
assurances at all nodes in a IEEE 802.11 LAN, because thegrks above a real wireless device, e.g. wlan0, in the kernel,
do not have congestion information about other nodes. Insace it transmits and receives packets through the wireless
shared medium like IEEE 802.11, admitting a flow at ondevice.
node can affect the performance of another node. Hence nevirhe Packet Listenelis also a part of the kernel module
flows should not be admitted to the network (at any node)fhich receives packets from network card. Packet reception
the any other node in the network is not able to provide Qd% a virtual device driver is not possible in linux kernel since
assurance after the flow is admitted. there are no hooks in the kernel for virtual device that can
Violation of QoS assurances in the Wireless LAN maype invoked when a packet is received. The only functions
occur due to the following reason. The bit rate of a noderovided are the packet reception functions of the network
suddenly decreases due to some noise in the environméayer code. There are a few alternatives to this including
local mobility of a wireless node, or signal interference wititracing the interrupt that is used by the device and responding
other access points at a wireless node. Hence, QoS assurdaddat interrupt. But such mechanisms make the code very
is violated if the number of packets sent are less than thauch device dependent. Our design is completely independent
tor':al aggregate arrival assu:ed at that nodef I\Aodelling thoé the lower level hardware.
enomenon is quite complex. Hence, we felt a Measurg- . L
ﬁ"nent based Distr?buted Adrl%ission Control (MDAC) is moré&- Architecture of NPDD Device in Linux Kernel
appropriate in this scenario. This mechanism captures theThe detailed architecture of the NPDD device driver is
current situation in the LAN and takes appropriate actioshown in Figure 2. In linux kernel, each network device is
MDAC captures the fluctuation in output rate@obalBenefit attached to a queueing discipline to buffer incoming packets.
(benefits of all the nodes in the LAN) cost. The default queueing discipline is First In First Out (FIFO).
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Fig. 2. Architecture of NPDD Device Driver in Linux Kernel node perimental Testbe
Fow1d | NPDD | Packer | Wean of an AP. The topology of the wireless network for the
class Distribution Packets . . . . . .
Exponental | 45 experiments is shown in Figure 4. Node 4 is a wired node and

Exponential 45
Exponential 45

Constant 33
Exponential 45
Exponential 45
Exponential 45

Constant 33

remaining all nodes are wireless systems operating in IEEE
802.11 DCF mode. Node 4 is the destination node for the
traffic generated by D-ITG traffic generator from all the three
wireless nodes. All wireless nodes are within each other's
TABLE i radio range. We have used delay utility as the performance
TRAFFIC SPECIFICATION OF THEFLOWS USED IN OUREXPERIMENT metric for comparison. De|ay uti|ity is defined as the ratio

A packet destined to the virtual network deviceddq is en- of number of packets meeting its delay bounds to the total
queued at device layer by the functidav _queue _xmit() . nu_rlpber of packets Sgn;-\cs d E-ACS luated in th
Packets from IP layer is enqueued in the queueing discipline' WO Mmechanisms, 5- and &- were evaluated in the

attached tapddQ A dequeue daemon is invoked to dequeu%Xpe[r)iEnSe”tsha”d thﬁwerﬁormaﬁce is compar?d Wa’ghe![in% .
a packet whenever the network card is ready to send a pac scheme. Selinescheme represents a best eflor

If the device is real, then the packet is sent to the netwo%r"ice with a single FIFO and 802.11b DCF at all wireless

OO U WN
WwNRoOWNR O

Otherwise, the packet is forwarded to ACS module. AC évices.DCS scheme consists of prioritized classes with
module may change the class of the flow according to tho2-11 tECF a'lf( etac_rllhnode arR%D sc?\edgler ISSUSS?E to
class selection algorithm used (e.g. B-ACS). Now the devicgV/ce the packets. The proposed mechani8wsCSandE-

associated with the packet is changed to real network deviég=S Consists oft classes with 802.11 DCF at each wireless
e.g. wlan0, anddev_queue xmit()  function is called. evice. The parameters for the evaluation of schemes are
This function enqueues the packet in the queueing disciplifBOWn in TablelV'. In our experiments the delay tolerance is

; : t to 25% of the Delay Bound of application.
?sttgggﬁgL}gotlhaenijegleﬂ?tt\g%rrnkedr?g{\?v%r\ly.lano' Finally, the pac The traffic pattern is modeled as follows. Each node initi-

When a packet is received from the network by the redt€s 8 UDP flows between itself and the node 4 via the AP.
network de\?ice driver, it does all the processing ofyremovin he packet arrival patterns and the delay bound requirement

i ; each flow at each node is described in Table UDP
ga;/rgyvg;ecgﬁ%%e{ﬁea?gnggg%s(eltEfov?:;(c; theT%%pgggL'gﬁynpeetW _0|6vs are exponentially distributed with mean inter departure
is"used to identify which network layer protocol the packetert‘ﬁ(lDT) ﬁf t22_.22mfss(1425bp?cke};s/se(i‘) for3c|tz?l§s 0,1 aﬂnd 2
should be handed over to. If the packet type is virtual theffit! & Packet size o yles. For class 5, two voice Tows
NPDD header will be removed and will be forwarded t éthpfc'Z§2]§e%°dec were generated. Each codec type sends
corresponding network layer protocol. Figure 5 shows the delay utility of three nodes achieved by
C. QoS Manager the UDP flows. The delay bounds on the X-axis corresponds

S M is th dule with which licati to the delay bound of flows listed in Tabld. It is clear that
r Sn?s AManager Is the module with which app 'QCg a0 P%aselinescheme is not suitable for meeting delay requirement
) AL ! 9 Uifen delay bound is lonDCSscheme has poor delay utility

1 el ; . e _hounds 125ms and 150ms DCS has worse delay utility than
tion is admitted and the flow information is added to the list_AcS and E-ACS The reason for this is that the class 3
of existing flows. Once admitted, the application can stafji,,s (which have these low delay bounds) (refer to Takile
sending packets. QoS Manger was implemented in netwagk |4 he demoted to smaller class by DCS when their benefit
device driver. A flow can communicate with the virtual devices high “But once they go to lower class, their delay increases
]gnver kernﬁl mo?]ulﬁ fc:jr flow add|t|qn,fdelet(|jon _an(? status INsignificantly (due to the proportional parameter chosen), so
A?rfrlnatlon tdrOlr'g ﬂt e ?wce g.ener;]c U”‘ét' Qf'OICt 0 packets would start missing delay bounds. Then the flows are
f OV‘(’j Senas 'tsd ?W ]I[Ihormt%tlogt roug Od'ciCt 0 t% again promoted back to higher class. When delay bound is
inux device module. Then the device module invokgsS |igie Joose (e.g. 500ms, 700ms), even if the flow is demoted,
Managerto add, delete or get status information of a flowqy,e 0 Ioose bound, fewer packets miss deadline. Hence DCS

\éVhen an application is finished, it callio_ioctl() 10 performs better than B-ACS and E-ACS in these ranges of
elete flow information and corresponding resources. delay bound. Sinc@-ACSand E-ACSalgorithms check for
VI. EXPERIMENTAL TESTBED& RESULTS benefit values before promoting or demoting flows, they give

. ) __higher delay utility for class 3 flows (flows with delay bounds
All the wireless nodes used for our experiments are Pentiugfi125ms, 150 ms)E-ACSprovides higher utility thafB-ACS
4 based PCs running Linux Debian 3.1 kernel version 2.4.24ince it takes into account benefit of all the classes.

3-386. All the wireless nodes are equipped with D-Link 520 o

wireless cards based on IEEE 802.11b DCF [16]. The AB. Admission Control

is a D-Link 1000AP with a bit rate of 11Mbps. Distributed |n this Section we provide experimental results of MDAC

Internet Traffic Generator(D-ITG) is used for generation afall admission algorithm. We have used the same topology as

traffic [17]. D-ITG has support to generate VoIP calls witlimentioned before. At each node 70% of the bandwidth was

various codecs, with Voice Activity Detection (VAD) andoccupied with class 0, class 1 and class 2 traffic. Remaining

compressed RTP. bandwidth is used up by the voice calls. MDAC is tested along
with DCS B-ACSandE-ACSalgorithms. The arrival of voice
calls follow Poisson distribution and life time of voice calls

A. Topology and Parameters Used is exponentially distributed. The mean lifetime of each call is

In this experiment, we consider an IEEE 802.11b basd@0sec. The mean arrival rate of calls is changed from 0.75
WLAN with 3 wireless nodes located within the radio rangarrivals/minute to 1.5 arrivals/minute.
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Fig. 5. Delay utility Vs Application Delay Bound for multiple nodes Fig. 6. Percentage of Voice Calls Blocked Vs Arrival Rate of Voice Calls

[ Number of | 2 (21.56% load) 3 (32.35% load) 7 (43.14% Toad) 6 (64.71% load 8 (86.27% load) cheme Baseline T DCS.B-ACS, E-ACS
Voice Flows/ DB DB DB DB DB DB DB DB DB DB Delay Tolerance NIA 5w
ALDB 125ms 150ms 125ms 150ms 125ms 150ms 125ms 150ms 125ms 150ms NPDD Classes N/A 4
T50ms 7278 76.65 78.00 2436 T3.09 78.94 968 TL.10 716 587 DDP 5 1234 NIA 1.2 4 8
200ms 98.74 95.60 81.81 78.78 69.27 67.07 26.67 26.84 11.11 10.45 DP 35,1 € 1,2,3, 1, 5. 34, 125 ]
250ms 99.87 99.47 97.17 95.09 91.68 89.53 54.32 54.73 19.26 18.59 DCS sensitivity parameter&( (s Kp) N/A ()]
300ms 100.0 99.67 99.27 97.25 96.60 94.57 64.35 64.70 22.15 21.59 DCS period(seconds) N/A 1
350ms 100.0 99.87 100.0 98.25 98.37 96.93 74.56 74.90 26.74 25.98 Packet size 512 512
400ms 100.0 99.97 100.0 98.90 99.33 98.32 79.79 79.85 32.53 31.42 Per-class max queue size 2000 500
PHY Specl?catlon 802.11b 802.11b
MAC Specification DCF DCF
TABLE 11l S
DELAY UTILITY VARIATION WITH NUMBER OF VOICE FLOWS TABLE IV
WITH BOUND ON END-TO-END DELAYS PARAMETERS OF EVALUATED SCHEMES

The percentage of calls blocked for all the mechanisms with proposed. Experimental results shows that MDAC is able
MDAC is shown in Figure 6. Number of calls blocked will beto accept more connections with ACS mechanism than DCS
more in case oDCS The fluctuation of class is more in casemechanism.
of DCS, since it does not check the benefit of the target classWe intend to extend our work to provide delay assurance
But in case of B-ACS, the benefit value of the target class iis a multi-hop wireless network. The admission control al-
checked before a class change is made. But a class chaggethm we have presented cannot handle hidden terminal
in a proportional differentiation based network affects all theroblem. We would like to address it in the current imple-
classes. Since E-ACS checks tBéobalBenefitit indirectly mentation. We also would like to implement our MDAC in
checks the condition of all the classes (as opposed to omyg Access Point instead of mobile client. That would require
target class). Hence E-ACS performs the best. a linux based Access Point (so that we can put our changes

From the results presented so far it is clear that E-ACS iis the kernel). This would also take care of hidden terminal
best suited for voice calls which have low delay requirementroblem.

In our next experiment, we vary the load due to voice calls

(by increasing the number of voice calls) and observe the REFERENCES
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